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ABSTRACT. This study examines employee attrition using interpretable machine learning techniques, with a focus on 

enhancing strategic decision-making in human resource management. Three models—Logistic Regression, Random 

Forest, and Gradient Boosted Trees (GBT)—were evaluated, with GBT selected for its compatibility with SHAP 

(SHapley Additive exPlanations). SHAP was used to decompose the influence of variables such as Monthly Income, 

Over Time, and Job Satisfaction. The findings validate key HR theories, including Herzberg’s Two-Factor Theory and 

the Job Embeddedness framework, offering both predictive performance and theoretical alignment. The proposed 

model functions as a decision-support tool, providing actionable insights for HR professionals while contributing to 

the advancement of Management Technology through explainable AI. 

 

1. Introduction 

Employee turnover remains a significant challenge for organizations across various 

industries, impacting operational efficiency, financial performance, and employee morale. 

Turnover happens either voluntarily, when employees choose to leave, or involuntarily, due to 

organizational decisions. High attrition rates often result in substantial direct and indirect costs, 

including those related to recruiting, onboarding, lost productivity, and erosion of institutional 

knowledge [1], [2], [3]. Recent studies estimate that replacing a single employee may cost between 

50% and 200% of their annual salary, depending on the position and industry [4]. Moreover, 

turnover has a negative impact on team cohesion and customer experience, particularly in 

service-intensive or client-facing sectors [5]. 
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While substantial research has investigated the causes and consequences of employee 

attrition [6], forecasting turnover remains a persistent challenge due to the multifactorial and 

nonlinear nature of human decision-making. Traditional statistical methods, such as logistic 

regression, often fail to capture the complex interactions between variables, including 

compensation, job satisfaction, workload, and organizational culture [2]. As a result, machine 

learning (ML) techniques have gained traction in human resource analytics due to their superior 

ability to learn from structured data and discover hidden patterns [4], [7]. 

In particular, decision trees, random forests, and gradient-boosted trees (GBT) have 

demonstrated strong predictive performance in turnover prediction by modeling nonlinear 

interactions and handling high-dimensional data [8], [9], [10]. However, despite their accuracy, 

many of these models lack interpretability—a key requirement for high-stakes decisions in 

human resource management. Opaque “black-box” predictions raise ethical concerns and hinder 

adoption by HR professionals who often lack technical training in machine learning [11], [12], 

[13]. 

To address this issue, interpretable machine learning (IML) frameworks have been 

developed to explain model predictions and support accountable decision-making. Techniques 

such as SHAP (SHapley Additive exPlanations) provide mathematically grounded explanations 

based on cooperative game theory, enabling a fair and additive decomposition of feature 

contributions [14]. SHAP enhances both global and local interpretability, allowing domain 

experts to assess how each variable contributes to the prediction outcome in an intuitive manner 

[11]. 

This study contributes to the field of management technology by proposing an 

interpretable and analytically grounded decision-support framework for employee retention. The 

predictive model is constructed using gradient-boosted trees trained under an optimization 

objective, while SHAP is employed to interpret predictions and extract insight. Combined with 

foundational HR theories, such as Herzberg’s Two-Factor Theory and the Job Embeddedness 

framework, the interpretability outputs enhance both academic rigor and organizational 

relevance. The resulting framework reinforces the intersection of explainable AI, applied 

analytics, and strategic workforce management, affirming its contribution to the domain of 

management technology. 

2. Literature review 

Employee turnover remains a significant concern for organizations due to its impact on 

productivity, financial stability, and the retention of human capital. Over time, various theoretical 

frameworks have been developed to explain the causes and processes of attrition. One 

foundational model is the Organizational Equilibrium Theory, proposed by March and Simon, 

which posits that turnover occurs when the inducements provided by the organization fail to 
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meet employees' expectations [15]. When individuals perceive that their efforts are not 

adequately rewarded, they become more inclined to leave the organization. 

Expanding on this concept, Mobley’s Intermediate Linkages Model provides a process-

oriented perspective, in which job dissatisfaction leads to a sequence of thoughts and evaluations 

culminating in the decision to resign [16], [17]. This model highlights the cognitive evaluation of 

job alternatives as a key determinant of attrition behavior. 

Herzberg’s Two-Factor Theory [18] distinguishes between motivators (e.g., achievement, 

recognition) and hygiene factors (e.g., pay, supervision, working conditions). The absence of 

hygiene factors can lead to dissatisfaction and drive turnover, even when motivators are present. 

This theory has been particularly influential in HRM studies that focus on employee satisfaction 

and job design. 

In recent years, the Job Embeddedness Theory has gained prominence by emphasizing 

the social and contextual factors that influence an employee's decision to stay. It suggests that 

employees are more likely to remain in their jobs when they are strongly connected to their 

organization, community, or social networks, even when they experience dissatisfaction. This 

concept of embeddedness expands the scope of turnover research by incorporating non-work-

related influences [3]. 

Modern workforce dynamics have further complicated the understanding of attrition. 

Factors such as remote work, gig employment, and generational shifts in values have introduced 

new variables that traditional models may not fully capture. Employees today often prioritize 

flexibility, purpose-driven work, and workplace diversity. Failing to meet these expectations, 

especially among younger generations, can accelerate turnover [19], [20]. 

From an analytical perspective, the emergence of machine learning has significantly 

enhanced the capability to model and predict employee attrition. Unlike traditional statistical 

approaches, ML algorithms such as decision trees, random forests, and gradient boosting can 

uncover complex, nonlinear relationships between features [7], [9], [21]. These models process 

high-dimensional data and adapt to patterns that conventional regression may overlook. 

However, with increased complexity comes the challenge of interpretability. While many 

ML models achieve high predictive accuracy, they often function as "black boxes," making it 

difficult to understand the rationale behind their outputs. This limitation poses ethical and 

practical concerns, particularly in HR contexts where decisions must be transparent and 

explainable [11], [12]. 

SHAP (SHapley Additive exPlanations) has emerged as a key technique to address this 

interpretability gap. Rooted in cooperative game theory, SHAP provides a consistent method for 

attributing the contribution of each feature to a model's prediction. This allows HR professionals 

and decision-makers to understand the key drivers behind predicted attrition risks without 
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requiring deep technical expertise. SHAP's ability to offer both global and local explanations 

supports its growing application in HR analytics [4], [14], [22]. 

In this study, feature sets were grouped based on HR theories into four categories—

Demographic, Job-Related, Satisfaction, and Compensation—corresponding to constructs from 

Embeddedness Theory, Herzberg’s Two-Factor Theory, and Organizational Equilibrium Theory. 

This classification guided both model interpretation and theoretical alignment. In summary, the 

integration of machine learning with well-established theories of employee behavior offers a 

comprehensive approach to understanding and managing turnover. As explainable AI tools such 

as SHAP become more accessible, organizations can leverage their analytical power while 

maintaining the transparency and fairness required in human capital decision-making. This 

synthesis of theory, data, and interpretability reflects the interdisciplinary essence of 

management technology. 

3. Methodology 

3.1 Study Design and Dataset Description 

This study adopts a supervised machine learning approach to predict employee attrition 

as a binary classification problem. The dataset used is the IBM HR Analytics Employee Attrition 

dataset, comprising 1,470 employee records and 35 structured features. The target variable, 

“Attrition,” indicates whether an employee has left the organization (Yes = 1, No = 0). 

3.2 Feature Set Grouping Based on Theoretical Frameworks 

To ensure that the predictive modeling in this study was not only data-driven but also 

conceptually grounded, the features were organized into four thematic groups informed by 

foundational human resource management theories. The first group, Demographic and Personal 

Information, includes variables such as age, gender, marital status, education, and frequency of 

business travel. These variables are closely linked to both the Job Embeddedness Theory, which 

emphasizes the influence of social ties and personal context on retention, and the Organizational 

Equilibrium Theory, which considers how organizational inducements must balance personal 

expectations to minimize attrition. The second group, Job-Related Characteristics, encompasses 

features like job role, department, years at the company, and years with the current manager. 

These characteristics reflect the structural and developmental aspects of an employee’s role. They 

are particularly aligned with Herzberg’s Motivators, which focus on achievement and 

responsibility as factors that enhance employee retention, as well as the embeddedness 

perspective that emphasizes tenure and role fit. The third group, Satisfaction and Work Conditions, 

captures factors such as job satisfaction, work-life balance, environmental satisfaction, and 

overtime workload. These are directly mapped to Herzberg’s Hygiene Factors, which assert that 
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the absence of adequate working conditions can lead to dissatisfaction and turnover. In parallel, 

these variables align with the contextual dimension of the Job Embeddedness Theory. 

Lastly, the Compensation and Performance group includes features such as monthly 

income, salary hikes, and performance ratings. These are theoretically grounded in both the 

Organizational Equilibrium Theory, which highlights the importance of equitable rewards, and 

Herzberg’s Hygiene Factors, which categorize compensation as essential to job satisfaction. 

This fourfold classification not only strengthened the interpretability of the SHAP-based 

analysis but also reinforced the theoretical validity of the model, thereby enhancing its 

contribution to both academic discourse and managerial practice 

3.3 Data Preprocessing and Model Evaluation Strategy 

The dataset required minimal preprocessing, as there were no missing values. For 

consistency across features, numerical variables were standardized using z-score normalization 

(μ = 0, σ² = 1). Categorical features, such as JobRole and MaritalStatus, were transformed via one-

hot encoding, while ordinal variables, such as Education and JobSatisfaction, were label-encoded. 

To evaluate model performance robustly, a stratified 10-fold cross-validation was 

employed. This process was repeated 10 times to ensure statistical stability. Stratification was 

applied to preserve the class balance of the attrition variable across folds. Evaluation metrics 

included AUC, classification accuracy (CA), F1-score, precision, and recall. 

3.4 Model Selection and Training 

To compare predictive performance across modeling approaches, three classification 

algorithms were implemented: Logistic Regression, Random Forest, and Gradient Boosted Trees 

(GBT). Logistic Regression served as a baseline linear classifier, offering interpretability and 

computational simplicity. Random Forest, an ensemble of decision trees, was employed to 

capture non-linear patterns and reduce variance through bootstrap aggregation. GBT, known for 

its high predictive power, sequentially optimized decision trees to minimize loss functions, 

making it particularly suitable for handling complex feature interactions. 

All models were trained and evaluated using a 10-fold stratified cross-validation 

framework with repeated sampling. This approach ensured that each model was assessed under 

consistent conditions with balanced class representation. Model performance was compared 

using multiple evaluation metrics, with a particular focus on AUC, F1-score, and MCC to capture 

both overall accuracy and class balance effectiveness. Based on these evaluations, the GBT model 

was selected for subsequent SHAP-based interpretability analysis due to its favorable trade-off 

between performance and complexity. 

 

 

 



6  Int. J. Anal. Appl. (2025), 23:236 

 

3.5 Explainability with SHAP 

To enhance the transparency of model predictions and support managerial decision-

making, SHapley Additive exPlanations (SHAP) was utilized to interpret the output of the 

Gradient Boosted Trees model. SHAP assigns each feature a marginal contribution value for 

individual predictions, thereby enabling both global and local interpretability. Globally, SHAP 

summary plots were used to rank features by their overall impact on the model, highlighting key 

drivers such as Monthly Income, Over Time, and Job Satisfaction. Locally, decision plots 

illustrated how these top-ranked features influenced the prediction outcome for specific 

employee instances. 

SHAP was selected not only for its compatibility with tree-based models but also for its 

strong theoretical foundation in cooperative game theory, which ensures consistency and 

additivity in feature attribution. This methodological rigor provides intuitive and trustworthy 

explanations, bridging the gap between complex model structures and human interpretability. 

As a result, HR professionals can better understand the rationale behind attrition predictions and 

use these insights to guide targeted interventions. 

3.6 Interpretation of Model Performance Metrics 

To provide a comprehensive understanding of model effectiveness, several classification 

metrics were employed to evaluate predictive performance. Accuracy measures the overall 

correctness of predictions by assessing the proportion of true outcomes among all predictions. 

Precision quantified the proportion of correctly identified positive cases among all cases 

predicted as positive, thereby reflecting the model’s reliability in predicting attrition. Recall (or 

sensitivity) indicated the model’s ability to identify actual positive instances, ensuring that true 

attrition cases were not overlooked. F1-score, the harmonic mean of precision and recall, balances 

the trade-off between these two metrics, particularly useful in imbalanced datasets. 

Additionally, the Area Under the Receiver Operating Characteristic Curve (AUC) was 

used to assess the model's discriminative power—i.e., its ability to rank positive instances higher 

than negative ones across different thresholds. Together, these metrics provided a 

multidimensional evaluation framework that captured not only predictive strength but also the 

reliability and interpretability necessary for managerial decision-making in HR analytics. 

 

4. Result 

This section presents the results of the predictive analysis of employee attrition using 

three machine learning models: Logistic Regression, Random Forest, and Gradient Boosted Trees 

(GBT). The evaluation was conducted using 10-fold cross-validation, and the results are reported 

in terms of model performance, feature importance ranking, and interpretability using SHAP 
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values. The presentation follows a structured format, incorporating both tabular and visual 

elements to enhance clarity and academic rigor. 

4.1 Model Performance Comparison 

To compare the predictive capability of each classification algorithm, their performance 

metrics were computed and summarized. Each model was evaluated based on Accuracy, 

Precision, Recall, F1-score, and Area Under the Receiver Operating Characteristic Curve (AUC). 

Table 1 presents the average performance of Logistic Regression, Random Forest, and Gradient 

Boosted Trees across the validation folds. 

Table 1. Predictive performance metrics of the three classification models. 

Model AUC Accuracy F1 Precision Recall 

Gradient Boosting 0.8 0.869 0.846 0.853 0.869 

Logistic Regression 0.835 0.882 0.869 0.87 0.882 

Random Forest 0.76 0.856 0.828 0.834 0.856 

As shown in Table 1, Logistic Regression demonstrated the highest performance across 

all metrics, including AUC, Accuracy, F1-score, Precision, and Recall. Despite this, Gradient 

Boosted Trees were selected for subsequent interpretability analyses using SHAP. This decision 

is grounded in the model’s non-linear structure, which aligns well with SHAP’s theoretical 

foundation and computational framework (TreeSHAP), allowing for more meaningful and 

interpretable explanations that support the study’s emphasis on explainable AI. 

4.2 Feature Importance Ranking 

Feature importance was assessed using the Information Gain Ratio (IG ratio) computed 

from the Orange data-mining platform. IG ratio quantifies the contribution of each feature to 

reducing uncertainty in predicting employee attrition. To maintain interpretability while 

preserving coverage of the most informative attributes, we report the top features ranked by IG 

ratio. This threshold aligns with common practice in explainable AI reporting, which suggests 

that excessively long feature lists tend to obscure the signal and reduce user comprehensibility. 

The ranking in Table 2 highlights OverTime, JobLevel, StockOptionLevel, and MonthlyIncome 

among the most influential predictors and is broadly consistent with the global patterns observed 

in the subsequent SHAP analyses (Section 4.3). 

Table 2. Top-ranking features based on Information Gain ratio. 

Rank Feature Type (C/N) IG ratio 

1 OverTime C 0.046 

2 JobLevel N 0.020 

3 StockOptionLevel N 0.019 

4 MonthlyIncome N 0.015 

… … … … 
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Notes: IG ratio = Information Gain Ratio. Type indicates data type (C = categorical, N = 

numerical). Values are computed on the training set using the same preprocessing as the modeling pipeline. 

As summarized in Table 2, the top predictors, based on Information Gain Ratio, include 

OverTime, JobLevel, StockOptionLevel, and MonthlyIncome. 

4.3 SHAP Global Feature Explanation 

To interpret the internal structure of the GBT model, SHapley Additive exPlanations 

(SHAP) were computed. The SHAP summary plot provides an overview of feature influence on 

the prediction model. Figure 1 illustrates the SHAP summary plot of the top ten features. 

 

Figure 1. SHAP summary plot showing the top ten features contributing to attrition 

prediction. 

Figure 1 illustrates the size and direction of each feature’s influence on the model’s output. 

Notably, features like Monthly Income, Over Time, and Job Satisfaction consistently made 

substantial contributions. 

4.4 SHAP Explanation by Feature Set 

Further SHAP analyses were conducted for each of the four feature groups to examine 

their interpretability separately. Figure 2 shows the SHAP explanation for features within the 

Demographic group. Figure 3 displays the SHAP values for the Job-Related feature set. Figure 4 

presents the SHAP values for features associated with Satisfaction & Work Conditions. Figure 5 

contains the SHAP plot for Compensation & Performance variables. 
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Figure 2. SHAP values for Demographic & Personal Information features. 

Figure 2 shows the SHAP summary plot for features categorized under the "Demographic 

& Personal Information" group, which includes variables such as Age, Marital Status, Business 

Travel, Education Field, Education, and Gender. The SHAP values illustrate the marginal 

contribution of each feature to the model's output across the population sample. 

In the plot, Age emerges as the most significant feature within this group, exhibiting both 

positive and negative influences on attrition, depending on the value of the variable. For instance, 

younger employees (with lower feature values represented in blue) are generally associated with 

a higher likelihood of attrition. Conversely, older employees tend to be more stable in their 

positions. 

Marital status and Business Travel also demonstrate significant contributions. Notably, 

being single or traveling frequently for business appears associated with a higher risk of attrition, 

aligning with findings from Job Embeddedness Theory, which emphasizes the role of social and 

environmental ties in retention. 

Although features like Gender and Education Field show a lower impact on the model 

output, their inclusion supports the theoretical completeness of the demographic construct, as 

grounded in the Organizational Equilibrium framework. 

This localized analysis confirms that demographic factors, while not the most dominant 

overall, exert meaningful and interpretable effects on attrition risk in context-specific ways. The 

SHAP values validate these patterns by offering both the magnitude and direction of influence 

for each individual feature. 
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Figure 3. SHAP values for Job-Related Characteristics. 

Figure 3 presents the SHAP summary plot for features categorized under the Job-Related 

Characteristics group. This set includes variables such as JobLevel, JobRole, 

NumCompaniesWorked, TrainingTimesLastYear, TotalWorkingYears, YearsAtCompany, 

YearsInCurrentRole, and Department. These features represent the nature of the employee’s role 

and their tenure within the organization. 

The feature JobLevel shows a high degree of influence on attrition predictions. Higher job 

levels (represented in red) generally contribute negatively to attrition risk, indicating that 

employees in higher positions are less likely to leave. This aligns with Herzberg’s Motivators, 

which suggest that achievement and responsibility associated with advanced roles enhance 

retention. 

Additionally, NumCompaniesWorked and YearsInCurrentRole exhibit notable impacts. 

Employees with a history of working in many companies or with shorter tenure in their current 

role tend to show higher SHAP values, indicating increased attrition probability. These patterns 

support the Job Embeddedness Theory, emphasizing organizational fit and tenure as anchors 

against turnover. 

Some job roles, such as Sales Executive and Research Director, also demonstrate 

significant SHAP values. In particular, Sales Executive roles are associated with a higher attrition 

tendency, likely due to performance pressure or job volatility. Conversely, technical or research 

roles (e.g., Laboratory Technician, R&D Department) may reflect lower attrition risk. 
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Overall, this SHAP analysis underscores the predictive power of job-specific attributes in 

modeling turnover. These insights provide empirical grounding for HR interventions targeting 

high-risk roles and tenure profiles. 

 

 

Figure 4. SHAP values for Satisfaction & Work Conditions features. 

Figure 4 illustrates the SHAP summary plot for features within the Satisfaction & Work 

Conditions group. This group comprises variables such as OverTime, EnvironmentSatisfaction, 

JobSatisfaction, DistanceFromHome, WorkLifeBalance, and RelationshipSatisfaction, all of which 

are conceptually aligned with Herzberg’s Hygiene Factors and Job Embeddedness Theory. 

Among these, OverTime stands out as the most influential feature. The plot reveals that 

employees who work overtime (indicated in red, particularly "OverTime = Yes") have a 

substantially increased risk of attrition. This insight reflects the strain caused by work overload 

and poor work-life balance—factors known to undermine employee satisfaction and 

engagement. 

Both EnvironmentSatisfaction and JobSatisfaction show clear patterns in their 

contribution to attrition risk. Higher satisfaction values (in red) are generally associated with 

negative SHAP values (i.e., lower attrition risk), whereas low satisfaction levels (in blue) increase 

the likelihood of turnover. This confirms the protective role of a positive work environment and 

intrinsic job fulfillment. 

WorkLifeBalance and RelationshipSatisfaction have moderate yet consistent effects. 

Employees with poor balance or unsatisfactory workplace relationships are more prone to leave, 

further validating the inclusion of these variables in retention-focused models. 

DistanceFromHome, while less prominent in magnitude, shows a non-trivial influence. 

Longer commute distances appear to be mildly associated with higher attrition, potentially due 

to daily stress and reduced engagement. 
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Taken together, these SHAP results offer strong evidence for the predictive relevance of 

workplace conditions in attrition modeling. The findings support the theoretical foundation that 

improving satisfaction and reducing job strain can significantly reduce voluntary turnover. 

 

 

Figure 5. SHAP values for Compensation & Performance features. 

Figure 5 presents the SHAP summary plot for features classified under the Compensation 

& Performance category. This group includes variables such as MonthlyIncome, 

StockOptionLevel, PercentSalaryHike, HourlyRate, and PerformanceRating, all of which are 

theoretically grounded in Organizational Equilibrium Theory and Herzberg’s Hygiene Factors. 

Among these variables, MonthlyIncome has the most prominent influence on the model’s 

output. The SHAP values suggest that employees with lower income (represented in blue) exhibit 

a higher risk of attrition, as evidenced by more positive SHAP values. In contrast, higher income 

levels are associated with reduced likelihood of leaving, which aligns with classical economic 

theories and organizational retention models that link financial compensation to employee 

satisfaction and retention. 

StockOptionLevel and PercentSalaryHike also demonstrate meaningful, albeit moderate, 

effects. Employees receiving lower stock options or salary increments appear to be more 

susceptible to turnover, reinforcing the role of equitable rewards in maintaining workforce 

stability. 

Interestingly, HourlyRate shows a relatively neutral impact, suggesting limited influence 

in comparison to other monetary compensation variables. Likewise, PerformanceRating 

demonstrates minimal variation in SHAP values, indicating that the performance appraisal itself 

does not strongly predict attrition in this context, potentially due to uniformly high scores across 

the dataset. 

Overall, these findings emphasize the predictive importance of financial and 

performance-related factors, particularly fixed monthly compensation, in modeling employee 
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attrition. This supports strategic HR decision-making focused on salary structure and incentive 

design to retain valuable talent. 

5. Conclusion, Implications for HR, and Future Directions in Management Technology 

This study applied interpretable machine learning techniques to predict employee 

attrition using the IBM HR Analytics dataset, with a focus on enhancing decision-making in 

human resource management. Among the three models evaluated—Logistic Regression, 

Random Forest, and Gradient Boosted Trees (GBT)—Logistic Regression yielded the highest 

performance across all classification metrics. However, GBT was selected for SHAP-based 

interpretability due to its non-linear structure, enabling more insightful explanations of complex 

interactions among features. 

The SHAP analysis revealed that features such as MonthlyIncome, OverTime, and 

JobSatisfaction were consistently influential in predicting employee attrition. Specifically, lower 

income levels, frequent overtime, and lower job satisfaction were associated with a higher 

likelihood of resignation. These findings align with key tenets of Organizational Equilibrium 

Theory and Herzberg's Two-Factor Theory, reaffirming the critical roles of financial inducements 

and work environment in employee retention. 

From a theoretical perspective, this study contributes to the integration of HRM theories 

with modern interpretable AI tools. SHAP enhanced the understanding of how specific variables 

interact to influence attrition, bridging the gap between statistical prediction and managerial 

intuition. The grouping of features based on established theories (e.g., Job Embeddedness, 

Herzberg, Organizational Equilibrium) further supports the alignment of data-driven insights 

with conceptual frameworks. 

In practical terms, the findings offer strategic guidance for HR decision-makers. By 

identifying the most impactful factors driving attrition, organizations can implement targeted 

interventions such as adjusting compensation policies, optimizing overtime schedules, and 

enhancing job satisfaction programs. The SHAP visualizations also provide actionable 

transparency, enabling HR professionals to interpret model outputs without requiring technical 

expertise—thereby operationalizing Explainable AI as a decision-support tool within the domain 

of Management Technology. 

5.1 Implications for HR Decision-Making 

This study offers practical implications for human resource managers seeking to reduce 

attrition through data-driven strategies. By identifying key predictors such as monthly income, 

overtime, and job satisfaction, HR professionals can develop targeted retention interventions [23], 

[24], [25], [26]. The use of SHAP-based interpretability supports not only prediction but also 

transparency, enabling HR personnel to understand and communicate model outputs to non-
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technical stakeholders [14], [27], [28], [29]. This interpretability ensures that decisions are 

grounded in evidence, ethical reasoning, and organizational relevance [11]. 

5.2 Contribution to Management Technology 

The research contributes to the advancement of management technology by integrating 

machine learning with interpretable artificial intelligence to build a decision-support framework 

[30], [31]. The proposed model can be embedded into real-time HR dashboards, offering 

predictive insights alongside explanatory reasoning for each prediction instance. Such tools 

empower HR executives to simulate attrition scenarios, monitor workforce risks, and adjust 

compensation strategies systematically. Additionally, the methodology and outputs can be 

incorporated into graduate-level curricula on data-driven management, demonstrating the 

intersection of theory, analytics, and practical decision-making. Moreover, this study lays the 

foundation for several important research extensions in the realm of HR analytics and 

management technology. First, we propose developing a comprehensive methodological 

framework to enable data-driven recruitment, selection, and retention strategies using 

organizational historical data [32], [33]. Second, future work could involve assigning feature 

weights using the Analytic Hierarchy Process (AHP) or fuzzy AHP, thereby implementing an 

end-to-end decision-making model that links explainable ML outputs with multi-criteria decision 

theory [34], [35]. Third, to address data-related biases, we recommend integrating continuous 

data quality checks with SHAP explanations and validating decision paths using AHP models 

rooted in psychological theory [36]. Additionally, employee clustering based on SHAP values 

and related features may facilitate personalized HR actions, such as tailored engagement and 

retention programs. The integration of external data sources, including economic or 

environmental factors, into predictive models could further enhance their real-world 

applicability. Lastly, examining the impact of AI adoption on HR processes using Technology 

Acceptance Models (TAM) can provide valuable insight into how digital tools influence 

employee selection and development. These proposed directions highlight the broader potential 

of explainable AI to inform fair, effective, and strategic HRM within the context of management 

technology [37], [38]. 

5.3 Limitations 

While the framework demonstrates high predictive validity and practical usability, 

certain limitations must be acknowledged. The dataset used is synthetic in nature, derived from 

a public HR analytics repository. As such, it may not fully reflect real-world organizational 

heterogeneity or the impact of unstructured data such as employee sentiment or exit interviews. 

Furthermore, only SHAP was employed for interpretability, excluding other model-agnostic 

techniques such as LIME or Partial Dependence Plots due to technical limitations. 

5.4 Future Research Directions 



Int. J. Anal. Appl. (2025), 23:236 15 

 

Future studies should apply this interpretability framework to longitudinal and real-

world HR datasets across various industries. Incorporating unstructured data—such as textual 

feedback from employees or social network analysis—could enrich model performance and 

contextual understanding. Additionally, comparative studies using multiple explainable AI tools 

(e.g., LIME, PDP, counterfactual explanations) may reveal complementary insights. Integration 

with HRIS platforms or development of visual analytics dashboards for HR professionals also 

represents a promising avenue for applied research in management technology. 
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