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Abstract. The investigation of enzyme kinetics heavily relies on nonlinear reaction-diffusion equations to analyze bio-
chemical reactions and intracellular diffusion processes. However, due to their inherent mathematical complexity,
solving such equations presents significant challenges. Traditional analytical approaches often fail to yield exact so-
lutions efficiently, necessitating the development of advanced and more effective modern techniques for obtaining
accurate solutions. This study introduces an enhanced framework for modeling enzyme kinetics by employing the
Akbari-Ganji Method (AGM) to address nonlinear reaction-diffusion equations. The proposed solution approach aims
to achieve greater computational accuracy and efficiency. Owing to its inherent capabilities, the AGM effectively han-
dles the nonlinear nature of reaction-diffusion systems. The validity of the developed method was confirmed through
comparison with numerical simulations and established analytical techniques. This improved solution strategy pro-
vides deeper insights into enzyme kinetics, offering valuable applications in biochemical research and pharmaceutical
development. Modern evaluation methods, such as AGM, overcome issues of computational complexity and limited
precision, delivering faster and more reliable results than conventional techniques. Moreover, the AGM proves to
be a robust and efficient tool for solving nonlinear reaction-diffusion equations relevant to enzyme kinetics and drug

diSCOVSI'y processes.

1. INTRODUCTION

Biosensors have found significant applications in diagnostic and industrial fields, particularly

where real-time monitoring of biological systems is essential. However, enhancing their per-
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formance remains a major challenge due to the intricate interplay between enzyme kinetics and
diffusion dynamics, which must be carefully balanced. These factors critically influence the effi-
ciency, sensitivity, and reliability of biosensor systems. The underlying mechanisms of biosensor
operation are governed by catalytic reactions and enzyme-substrate interactions, typically de-
scribed by First-Order, Michaelis-Menten, and Ping-Pong kinetic models. Furthermore, diffusion
phenomena arise from the movement of substrates and products, forming the fundamental basis
of biosensor functionality. Modifying or extending these classical models often requires the ap-
plication of advanced numerical methods, as analytical solutions are rarely feasible for complex,
parameter-dependent systems.

To address the challenge of accurately characterizing performance variations caused by fluc-
tuating reaction rates and substrate concentrations, Senthamarai et al. [3] investigated biosensor
responses under non-steady-state substrate conditions for mixed enzyme kinetics. Joy Salomi
et al. [5] explored transient responses in amperometric biosensors-particularly within phenol-
polyphenol oxidase systems-providing valuable insights into the kinetic parameters influencing
biosensor sensitivity and efficiency. A. Reena et al. [20] conducted a mathematical modeling study
on urea-based amperometric biosensors under non-competitive inhibition, examining the influ-
ence of inhibitors on biosensor performance. Extending beyond conventional Michaelis-Menten
kinetics, K. Nirmala et al. [7] analyzed steady-state substrate and product concentrations for
biosensors incorporating complex kinetic behaviors such as allosteric modulation and cooperative
binding, which are critical in practical biosensor applications. R. Usha Rani et al. [8] emphasized
the role of product inhibition in amperometric biosensors and discussed potential strategies to
mitigate its effects. Several researchers, including Swaminathan et al. [9], examined substrate
inhibition phenomena, optimizing substrate concentrations and operating conditions to achieve
improved sensitivity and optimal response. Hashem Zadeh et al. [10] investigated the influence
of introducing holes in the membrane layer on analyte transport and reaction kinetics, proposing
design strategies to enhance biosensor performance and responsiveness.

Sylvia et al. [11] advanced earlier biosensor models by incorporating nonlinear enzyme kinet-
ics to describe amperometric biosensor behavior through a balance between enzymatic catalytic
reactions and substrate transport dynamics. Salomi et al. [12] analyzed the transport and kinetic
properties of polyphenol oxidase (PPO)-based bioelectrodes using rotating disk systems, empha-
sizing how rotation speed influences substrate diffusion and enzyme-substrate interactions. K.
Lakshmi Narayanan et al. [13] developed a comprehensive mathematical model to quantitatively
predict the performance of amperometric glucose biosensors, taking into account factors such as
enzyme layer thickness, biosensor geometry, and diffusion mechanisms. Their work also broad-
ened design considerations related to enzyme immobilization, substrate accessibility, and product
transport efficiency. Arpit Goyal et al. [14] optimized electrochemical parameters, electrode mate-
rials, and reaction kinetics for a non-enzymatic amperometric biosensor designed for cholesterol

detection, achieving improved sensitivity and stability. In addition, several related studies have
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contributed to advancing modeling and analysis, including works by [28-37], all of which provide
valuable insights into the development of efficient, robust, and application-oriented systems.

R. Shanthi et al. [15] further advanced the application of the Akbari-Ganji Method (AGM) by
extending it to the analysis of pH-based potentiometric biosensors, focusing on the influence of
ion-selective membrane characteristics and diffusion-reaction coupling on biosensor performance.
R. Usha Rani et al. [16] investigated the relationship between diffusion length and reaction rate
in biosensors, emphasizing how variations in catalyst shape and porosity impact catalytic activity
within porous materials. Using a “What Went Wrong” analytical approach, Jeyabarathi et al. [17]
applied the AGM to gain a deeper understanding of mass transfer dynamics in fixed-bed electro-
chemical reactors, improving current response and stability against operational disturbances. Raja
et al. [21] performed a detailed mathematical analysis of polymeric coatings on microelectrodes-
key components in biosensing systems-demonstrating how electrochemical kinetics and internal
polymer resistance contribute to nonlinear current behavior. Swaminathan R. et al. [22] employed
the Homotopy Perturbation Method (HPM) and Variational Iteration Method (VIM) to address
nonlinear differential equations with variable coefficients arising in heat transfer, fluid flow, and
spatially dependent chemical reaction studies. Additionally, Uma et al. [23] derived an analytical
steady-state solution for concentrated hydrogen sulfide-methanol mixtures within biofilms, em-
phasizing the critical roles of microbial reaction kinetics and diffusion constraints in determining
biofilm system behavior.

Nebiyal et al. [24] and Ranjani et al. [2,6] investigated nonlinear enzyme kinetics and multilayer
diffusion effects in biosensors using the Akbari-Ganji Method. Reena et al. [4,25] modeled enzy-
matic putrescine biosensors integrating oxygen transport and biochemical response mechanisms.
Other studies [19,26,27] advanced nonlinear modeling approaches for nanosensors, biofilters, and
diagnostic biosensor performance prediction.

This study aims to solve various enzyme kinetic models using the Akbari-Ganji Method (AGM),
a novel and efficient analytical technique for developing mathematical representations of steady-
state biosensor systems. The structure of the paper is organized as follows: Section 2 presents the
formulation of the proposed models; Section 3 provides their analytical solutions using the AGM,;
Section 4 includes numerical simulations performed in MATLAB; Section 5 discusses the obtained

results; and Section 6 concludes the study with key findings and future perspectives.

2. MATHEMATICAL FORMULATION OF THE PROBLEM

The analytical and biological behavior of biosensor systems is examined within membranes
that geometrically represent substrate, product, and cosubstrate concentration profiles. Diffusion
control becomes prominent, particularly when both electrodes are of identical size and enzymes
are uniformly distributed across the active membrane. The one-dimensional diffusion process
governing these systems is effectively described by Fick’s second law. Diagnostic biosensor trans-

ducers typically incorporate oxygen electrodes, while the steady-state reaction-diffusion equation
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in its loaded form is applied to characterize the dynamic behavior of such biosensor systems [18].

Consider the system of nonlinear second differential equations:

425(x)
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The parameters for the diffusion coefficients of the substrate and co-substrate concentrations, and
the product concentration are Ds, D¢, and Dp, respectively. The reaction constant for conventional
profiles C, S, P, and I for enzyme rate and spatial coordinate distance, respectively. The diagnoses
of the biosensor system are in the transducer, reaction kinetics, and enzymatic kinetics. There
are three categories of kinetics: Ds, D¢ and Dp. These biosensor systems employ the diagnostic
feature of shared electrode geometry similarity and an even distribution of enzymes.

The first-order kinetics:
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with the following boundary conditions to Equations (2.4)-(2.12):
X =0,5(x) = so, P(x) = 0,C(x) = co, (2.13)
ds
X = 1,% =0,P(x) =0,C(x) =0. (2.14)

In this formulation, / denotes the active membrane thickness, ¢ represents the Thiele modulus,
A is the diffusion coefficient of the product, u corresponds to the diffusion coefficient of the co-
substrate, and p signifies the reaction rate constant between the substrate and co-substrate. The
corresponding substrate, product, and co-substrate concentrations at the electrode surface are

typically utilized to determine the biosensor’s initial current, expressed as follows:

Is = nFADs (dsd(g()) , (2.15)
5=0

Ip = nFADp (dsd(g‘ )) , (2.16)
6=0

Ic = nFADc (%) . 2.17)
6=0

where 7 is the number of electrons taking part in electrochemical reaction, F is the Faraday’s
number, A is the electrode surface area [m?].
3. APPROXIMATE ANALYTICAL SOLUTIONS FOR THE STEADY-STATE CURRENT AND CONCENTRATIONS

UsiNG THE AkBARI GANJI METHOD

The Akbari-Ganji Method (AGM) is a robust analytical technique used to obtain approximate
solutions for nonlinear differential equations encountered in chemical and biochemical engineer-
ing. It is particularly effective for complex kinetic models where conventional analytical methods
prove inadequate. By transforming nonlinear equations into a series of manageable linear sub-
problems, AGM facilitates the analysis of steady-state current and concentration distributions in
reaction-diffusion systems. The selection of this method is guided by the nature and complexity
of the problem under consideration [1].

In the case of first-order kinetics, the steady-state concentration profiles are obtained from equation

(2.4) using the AGM, as given below:
sinh(m) so sinh(my)

S(x) = so cosh(my) — (3.1)

cosh(m)
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where m = ¢.

Using AGM, the solutions obtained from equation (2.5),
P(y) = —A(cosh(my) cosh(m) — sinh(m) sinh(mx) + (x — 1) cosh(m) — x)sg
A= cosh(m) '

where m = ¢.

Using AGM, the solutions obtained from equation (2.6),

C(x)

_ cosh(my) cosh(m) — sinh(m) sinh(my) — (co) (x — 1) cosh(m) — X

cosh(m)
where m = ¢.

For Michaelis-Menten kinetics using AGM, the solutions obtained from equation (2.7),

sinh(m) so sinh(my)

S(x) = so cosh(my) — cosh(m)

¢

where m = —.

V2

Using AGM, the solutions obtained from equation (2.8),

_ —=A(cosh(my) cosh(m) — sinh(m) sinh(mx) 4 (x — 1) cosh(m) — x)so‘

P(x) =

cosh(m)

where m = —.

V2

Using AGM, the solutions obtained from equation (2.9),

(x)

_ cosh(my) cosh(m) — sinh(m) sinh(my) — (co) (x — 1) cosh(m) — x

cosh(m)

_ ¢
where m = —.
V2
For Ping Pong kinetics using AGM, the solutions obtained from equation (2.10),
sinh(m) so sinh(my)
cosh(m)

V3¢

h, = —.
where m 3

Using AGM, the solutions obtained from equation (2.11),

S(x) = so cosh(my) —

P(y) = —A(cosh(my) cosh(m) — sinh(m) sinh(mx) + (x — 1) cosh(m) — x)so'

cosh(m)

where m =

V3¢
3

(3.2)

(3.4)

(3.7)

(3.8)
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Using AGM, the solutions obtained from equation (2.12),
_ cosh(my) cosh(m) —sinh(m) sinh(mx) — (co) (x — 1) cosh(m) — x

Clx) e (3.9)
3
where m = g
Using AGM, the effectiveness factor for the equation (2.15),
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Using AGM, the effectiveness factor for the equation (2.16),
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Using AGM, the effectiveness factor for the equation (2.17),
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) — ZUCosh(mx) cosh(m) —sinkm)sinh(m) =) 512

cosh(m)

V3¢
3

where m =

4. NUMERICAL SIMULATION

The numerical simulation of the nonlinear reaction—-diffusion system employed Equations
(2.4)-(2.12) along with the boundary conditions in Equations (2.13) and (2.14) using MATLAB.
These equations model the steady-state transport of substances across space while incorporating
enzyme-mediated reactions through defined rate expressions. Simulations were conducted for
three kinetic models: first-order, Michaelis-Menten, and Ping-Pong. By applying the steady-state
assumption, the time-dependent terms were eliminated, reducing the system to a set of boundary-
value problems for computational analysis. The specialized MATLAB script pdex4, developed
for this analysis, is provided in the Appendix. The numerical and analytical results for each
kinetic model are illustrated in the corresponding figures and tables. The numerical solutions
closely agreed with the analytical predictions, exhibiting less than 1% maximum average relative
error. The simulation outcomes confirm that the employed numerical scheme efficiently manages
system nonlinearities with high precision. The results revealed clear steady-state concentration
gradients, allowing for boundary current estimation via Fick’s first law. Moreover, the selected
kinetic model significantly influences the spatial enzyme distribution and the magnitude of the
steady-state current, emphasizing the necessity of incorporating the full enzymatic mechanism in

reactive diffusion modeling.
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5. Resurt AND Discussion

The graphical representations display the adjustments of dimensionless concentration
S(x),P(x),& C(x) concerning dimensionless distance yx for different values of model parame-
ters. The analytical results generated by the AGM method match exactly with numerical solutions
(NUM), confirming the validity of the analytical techniques. Figure 1.(a), the substrate concen-
tration S(x) shows a decreasing trend along the distance yx, and this decrease becomes more
pronounced as the parameter ¢ increases. For lower values of ¢, the biosensor operates under
kinetic-limited conditions, whereas for higher ¢, it transitions to a diffusion-limited regime. The
concentration remains close to unity at y = 0, and decreases more steeply for larger ¢, indicating
stronger diffusion effects. Figure 1.(b) presents the product concentration P () profiles for a fixed
¢ = 0.3 and varying A. As A, the ratio of diffusion coefficients, increases, the peak of P(x) becomes
sharper and higher. It implies that increasing the diffusion ratio enhances the Thiele module and
boosts product generation. Figure 1.(c), increasing ¢ also increases the peak concentration of the
product, further indicating that the product formation is sensitive to both enzyme concentration
and diffusion characteristics. Figure 1.(d), the co-substrate concentration C() is plotted for vary-
ing ¢, keeping p = 1 and y = 1. As ¢ increases, the co-substrate concentration drops more
rapidly along the domain, consistent with the transition from kinetic-limited to diffusion-limited
behaviour. Figure 1.(e) examines the impact of increasing (i, the ratio of diffusion coefficients. The
co-substrate concentration decreases faster when u increases because high diffusion rates make
co-substrate levels less available. Figure 1.(f) has an increased reaction rate ratio p, the co-substrate
concentration shows a greater decline, which indicates that the reaction sink strength has a more
substantial effect on concentration levels.

Figure 2.(a), the dimensionless concentration value of the substrate concentration S(x) decreases
when the Thiele modulus value increases ¢. The adequate increment of ¢ causes biosensor
transitions from kinetic-limited to diffusion-limited control where reaction speed surpasses the
diffusion rate. The concentration is highestnear y = 0 and gradually decreases toward y = 1 When
¢ equals 0.01, the system exhibits minimal diffusion resistance, which maintains the concentration
level near unity across the entire domain. Figure 2.(b), the decrease of P(x) occurs at the enzyme
zone, followed by a peak at the centre position as the diffusion coefficient ratio A increases.
The measurement shows that higher reactant transport enables greater product production. The
biosensor encounters more favourable reaction conditions when A increases, which results in
amplified product accumulation within the middle zone. Figure 2.(c), the concentration profile of
P(x) analysis occurs when the Thiele modulus ¢ deepens. Producing less peak product remains a
fact when the reaction rate rises since substrate availability decreases deep within the sensor. The
locality of product formation at the entry zone emerges in reaction-dominant conditions because
the substrate runs out. The dimensionless co-substrate concentration decreases more strongly
along the distance x, according to Figure 2.(d), when ¢ reaches higher values. The plot of C(x)

shows a rapid decrease in its values as distance y increases. Reaction activity intensifies to deplete
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the co-substrate faster as a higher value of ¢ is activated. A small value of ¢ enables co-substrate
diffusion to maintain higher levels throughout the sensor length. In Figure 2.(e), when the co-
substrate diffusion ratio u increases, keeping ¢ and p constant, the sensor maintains a substantial
uniformity in co-substrate concentration distribution. The reaction effects become less pronounced
at high diffusion ratios since enhanced transport improves substrate spread throughout the sensor
volume. The levels of co-substrate sensor remain elevated throughout the length because a higher
u generates a milder slope. Figure 2.(f) demonstrates the changes in the reaction rate constant
ratio upon increasing values p. An increase in p value leads to a slight reduction of co-substrate
concentration C()), particularly near the sensor centre and terminal regions. The reaction rate
speeds up as enzyme-substrate affinity strength increases, which leads to further co-substrate
depletion throughout the sensor and emphasizes kinetic restrictions.

Figure 3.(a) shows the dimensionless concentration of substrate S(x) starts at unity near y = 0.
The boundary represents a fresh supply because the value of x equals zero. The increasing
value ¢ sharpens the substrate concentration gradient, allowing diffusion effects to control the
substrate consumption process. The distribution information for product P() appears in Figures
3.(b) and Figures 3.(c), P(x) for varying A and ¢. The maximum product concentration occurs
within the biosensor domain, and the concentration amount increases proportionately to elevated
diffusion ratio values. The product concentration distribution within the biosensor increases as A
rises because improved reactant transport occurs. Likewise, for greater the sensor core generates
additional product as the ¢ parameter increases due to improved reaction efficiency. Figures
3.(d)—(f) shows the changing profile of co-substrate concentration C(x) under different conditions.
As the Thiele modulus, rising value of ¢ results in more prominent co-substrate exhaustion because
the reaction becomes more intense. The distribution of co-substrate is more uniform throughout
the length while having reduced concentration due to increased reaction consumption when p
rises. The sensor shows linear variation of measurements, indicating steady and continuous
change along its measurement region.

The variation of the dimensionless current with the Thiele module for different enzyme kinetic
factors becomes visible in Figures 4.(a)-(c). Analysis of nonlinear biosensor models through
the Akbari-Ganji method (AGM) and numerical solutions (NUM) demonstrated their compatible
outcome, establishing AGM as an effective method in biosensor modeling. All scenarios show that
the dimensionless current rises when the Thiele module value enlarges. The enhanced strength of
the biosensor reaction-diffusion interaction results in a better current generation. A mild reaction
regime is characterized by Figure 4.(a), which shows a smooth growth of the dimensionless current.
Figure 4.(b) shows rapid growth because enhanced reaction rate constants or improved substrate-
enzyme binding leads to better biosensor performance. The data in Figure 4.(c) exhibits a gradual
current elevation about changes in the Thiele module at moderate kinetic conditions. The correct
representation of nonlinear enzyme kinetics by the AGM solution demonstrates its capability to

analyze diverse biosensor designs.
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X for first-order kinetics, based on Equations (3.1), (3.2), and (3.3).
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Ficure 3. Graphical representation of the dimensionless concentrations of substrate
S(x), product P(x), and co-substrate C( x) as functions of the dimensionless distance

X for Ping-Pong kinetics, based on Equations (3.7), (3.8), and (3.9).
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Ficure 4. Graphical representation of the dimensionless current for the product
versus the Thiele module for first-order, Michaelis-Menten, and Ping-Pong kinetics,
based on Equations (3.10), (3.11), and (3.12).
¢ =0.01 =03 ¢ =06 ¢ =09
X AGM NUM Error% AGM NUM Error% AGM NUM Error% AGM NUM  Error%
x AGM NUM ERSOR AGM NUM ERE}OR AGM NUM ER};OR AGM NUM EREOR
0 1 1 0 1 1 0 1 1 0 1 1 0
0.2 0.8856 0.8856 0 0.9421 0.9421 0 0.9841 0.9841 0 0.9999 0.9999 0
0.4 0.8005 0.8005 0 0.8980 0.8980 0 0.9719 0.9719 0 0.9999 0.9999 0
0.6 0.7420 0.7420 0 0.8672 0.8672 0 0.9633 0.9633 0 0.9999 0.9999 0
0.8 0.7081 0.7081 0 0.8491 0.8491 0 0.9582 0.9582 0 0.9999 0.9999 0
1 0.6977 0.6977 0 0.8435 0.8435 0 0.9566 0.9566 0 0.9999 0.9999 0
Average Error % 0 0 0 0

TasLe 1. Comparison between the dimensionless concentrations S(x) from Equa-

tion (2.4) and numerical simulation results for first-order kinetics.
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¢ =0.01 ¢ =03 ¢ =06 ¢ =09
AGM NUM Error% AGM NUM Error% AGM NUM Error% AGM NUM Error%

0 1 1 0 1 1 0 1 1 0 1 1 0
0.2 09357 09318 0.4185 0.9683 0.9683 0 0.9918 0.9918 0.9999 0.9999
0.4 0.887 0.8796 0.8412 0.9457 0.9439 0.1906 0.9856 0.9856 0.9999 0.9999
0.6 0.8529 0.8428 1.1983 0.9291 0.9267 0.2589 0.9811 0.9811 0.9999 0.9999
0.8 0.833 0.8212 1.4369 0.9193 09165 0.3055 0.9785 0.9785 0.9999 0.9999

1 0.8268 0.8145 1.5101 0.9162 09134 0.3065 0.9777 0.9777 0.9999 0.9999

o | O © O o O
o | O o o o o

Average Error% 0.9008 0.1769

TasLe 2. Comparison between S(x) from Equation (2.7) and numerical results for

Michaelis-Menten kinetics.

¢ =01 =1 »=3 =5
X ERROR ERROR ERROR ERROR
AGM NUM % AGM NUM % AGM NUM o AGM NUM %

0 1 1 0 1 1 0 1 1 0 1 1 0
0.2 09714 09714 0 0.9851 0.9637 22206 0.9945 0.9945 0 0.9999 0.9999 0
04 09504 09495 0.0947 09737 0.9355 4.0833 0.9904 0.9904 0 0.9999 0.9999 0
0.6 09352 09339 0.1392 09655 09154 5473 0.9874 0.9874 0 0.9999 0.9999 0
0.8 09263 09248 0.1621 09612 09634 0.2283 0.9856 0.9856 0 0.9999 0.9999 0

1 09235 09220 0.1626 0.9597 0.9996 3.9915 0.9851 0.9851 0 0.9999 0.9999 0

Average Error %  0.0931 1.2595 0 0

TasLe 3. Comparison between the dimensionless concentrations S(x) from Equa-

tion (2.10) and numerical simulation results for Ping-Pong kinetics

6. CONCLUSION

This study developed an improved mathematical framework for analyzing steady-state con-
centration profiles and current responses in nonlinear reaction-diffusion systems governed by
various enzyme kinetic mechanisms. The Akbari-Ganji Method (AGM) was employed as an ef-
ficient semi-analytical technique to derive approximate analytical solutions for enzyme reactions
across different concentration regimes. Simulation results validated the accuracy and reliability of
the AGM in capturing nonlinear system behavior through analytical expressions consistent with
numerical outcomes. The findings revealed that spatial concentration distributions and current
responses are highly influenced by the Thiele modulus, reaction rate constants, and diffusion
coefficient ratios. Furthermore, the analysis identified critical transition points between distinct

biosensor operating regimes, providing valuable insights for optimizing biosensor design and
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performance. The AGM demonstrated a notable computational advantage over purely numeri-
cal methods due to its analytical formulation. Although the current model assumes steady-state
conditions, uniform enzyme distribution, and ideal boundary constraints, which may limit full bi-
ological realism, it lays a strong theoretical foundation for future advancements. Future work will
extend this approach to explore transient-state biosensor dynamics, non-uniform enzyme con-
figurations, and multilayer biosensor architectures incorporating analytical and semi-analytical

solutions.
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