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ABSTRACT: This paper aims to improve the performance of Schnorr and Elgamal schemes using 

the random property of the chaotic maps. After analyzing different chaotic map types, this paper 

generates a new 1D chaotic system based on sin and logistic maps. After that, we derived a new 

map with quantum corrections by coupling a kicked quantum system with a harmonic oscillator 

bath. As the dissipation parameter increases, we observe a period-doubling progression towards 

classical behavior, along with other intriguing characteristics at intermediate parameter values. 

Then, this new chaotic system is applied to the Schnorr and Elgamal schemes. Extensive 

randomness tests were conducted, and the algorithm demonstrated exceptional performance. 

Following rigorous testing and analysis, the algorithm exhibited impressive signing and 

verification times of approximately 0.0000799212 (s) and 0.0000100223 (s) for the Schnorr scheme, 
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and 0.000029932 (s) and 0.0000399298 (s) for the Elgamal scheme, respectively. These times are 

notably lower compared to other proposed algorithms. The private key space was expanded to 

2256 from 2160, further strengthening security. Testing with 100,000 messages of varying lengths 

confirmed the algorithm's robust performance, making it a viable option for contemporary 

cryptosystems used in multimedia data exchange. 

 

1. Introduction 

A message, software, or digital document can have integrity and authenticity through the 

use of a mathematical technique called a "digital signature [1]. It gives much more intrinsic 

security than a paper document or stamped sign, yet it is the digital version of it. Additionally, it 

aims to address the issue of online communication hacking and impersonation. It can offer proof 

of the ownership, identity, and status of digital messages, transactions, or documents [2]. They 

can also be used by signers to confirm informed consent. They are regarded as legally enforceable 

in many nations, including the United States, in exactly the same manner that conventional 

handwritten paper signatures are [3]. A single-direction hash of the online data to be confirmed 

is provided by signing technology, such as an email program, to establish a digital signature [4]. 

The message and sender's identity are known to the recipient. If both values of hashes differ, 

either the data has been manipulated or the signature was produced with a secret key that does 

not match the public key that the signer has provided (an issue with authentication) [5]. Any 

message, encrypted or not, can employ a digital signature as long as the recipient has assurance 

of the sender's identity and that the message was transmitted intact [6]. Because the digital 

signature is distinctive to the document and the signer and links them together, the signer cannot 

claim not to have signed something. This quality is known as non-repudiation. To strengthen 

document integrity and streamline procedures, industries adopt digital signature technology. 

Government, healthcare, manufacturing, financial services, smart contracts, and cryptocurrency 

are some of these sectors [7]. 

The rapid advancement of technology has led to the development of numerous digital 

signature techniques. The previously mentioned algorithms were all created with the intention 

to generate digital signatures that were very safe and well-executed. 
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chaotic structures have been extensively utilized in recent years to create reliable 

cryptographic techniques [8-10]. These structures have demonstrated their capacity to erect 

extremely strong defences against a variety of threats. Additionally, these structures offer an 

excellent trade-off between rapidity, safety, and efficiency, which makes them the top choice for 

secure digital signatures. Randomness and non-periodicity are examples of nonlinear features of 

chaotic systems, which are produced by their extreme sensitivity to initial states and parameters. 

The intricacy of the applied chaotic system determines the security of chaotic digital signature 

systems. Some of its characteristics include being sensitive to factors and having chaotic 

sequences that are widely scattered, making long-term predictions problematic. 

Numerous schemes were created based on two challenging difficulties to increase the 

security of signature techniques, which are FAC as well as DLP [11-16]. Some writers have, 

nevertheless, also demonstrated the flaws in these methods [17-20]. In addition, there exist 

numerous signature techniques that rely on two problems [21-24], however, these schemes 

require a high level of computing complexity. As a result, it is crucial to implement the digital 

signature method based on several assumptions in order to improve system security. We present 

a digital signature technique for Schnorr and Elgamal schemes in this paper that is based on 

chaotic maps. 

Matthews was the researcher who first presented the first chaotic picture encryption 

technique [25]. An innovative key agreement procedure employing chaotic maps has been 

proposed in several ways [26- 34] in response to the increased interest in this field. The session 

key in their method was determined by using the semi-group characteristic of the Chebyshev 

chaotic map. A secure group-key agreement mechanism depending on chaotic hash and utilizing 

chaotic hash functions was put out by Hwang et al. [35]. A secure and effective signature system 

built around chaotic maps and factorization difficulties was recently devised by Chain and Kuo 

[7]. Their plan was the first to use factorization issues and chaotic maps. Regretfully, their scheme 

needs a large number of keys in order to sign and validate signatures. 

Our contributions propose a new digital signature scheme with new properties suitable for 

work organization. We integrated a new chaotic map with El-Gamal and Schnorr's digital 

signature to improve the security against any attacks. The rest of this paper is organized as 
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follows:  In section 2, chaotic maps are explained in general, and the new one is described 

particularly. Also, Schnorr and Elgamal schemes are introduced. The proposed algorithm is 

explained in the same section.  Finally, the results of the proposed algorithms and the comparison 

between them and the traditional ones are illustrated in section 3.  

 

2. Materials and Methods 

2.1. Chaotic maps 

A chaotic map refers to a growth function that demonstrates some form of mathematical 

irregularity [36]. The mathematics associated with the chaos hypothesis has largely been 

developed through the continuous replication of simple mathematical formulas. Chaotic maps 

have been continuously expanding and have found applications in various fields including 

robotics, biology, economics, and cryptography [37]. Extensive research has focused on two types 

of chaotic systems: one-dimensional (1D) and high-dimensional (HD) chaos. The construction of 

cryptosystems benefits from the unique characteristics of chaotic structures, such as determinacy, 

ergodicity, and sensitivity to initial conditions, which are analogous to the confusion and 

diffusion aspects of a reliable cryptosystem [38]. Therefore, there is a need to develop new chaotic 

systems that exhibit improved chaotic performance. To achieve this, first, a new 1D chaotic 

system based on sin and logistic maps is developed. Then, a new map with quantum corrections 

by coupling a kicked quantum system with a harmonic oscillator bath is derived with superior 

properties such as time evolution, bifurcation diagram, and Lyapunov exponent [39]. 

2.1.1. The proposed 1D chaotic system 

The logistic and sine maps can be used as seed maps to construct a new chaotic system [40]. Our 

new chaotic system is defined as 

                                              𝑥𝑛+1 = 𝑎 𝑠𝑖𝑛(2 𝑥𝑛(1 − 𝑥𝑛)) + 2𝑎 𝑒−𝑏𝑥𝑛
2
        (1) 

where 𝑥𝑛 is the initial state, 𝑎 and 𝑏 are parameters. 

The new map behaves chaotically when 𝑥𝑛 ∈ [0, 10], 𝑎 = 1.9 and 𝑏 = 1.4 and its chaotic sequences 

are distributed uniformly as shown in Figure 1. 
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                                 (a)                                               (b) 

 Figure 1. Dynamical behavior of the new map: (a) bifurcation plot; (b) Lyapunov exponent. 

2.1.2. Quantum chaotic system  

We have used the same approach given in [41] to derive equations of motion for a kicked 

quantum system coupled to a bath of oscillators, introduce a quasi-continuum model to describe 

the dissipation from the bath, and then take an expectation value and study the resulting 

expectation-value map. To investigate this approach first, we have to show that system (1) is 

dissipative.  

To determine whether (1) is dissipative or not, we must examine if the map reduces the volume 

of phase space over time. First, we need to find the derivative of 𝑥𝑛+1 with respect to 𝑥𝑛.  

Thus, the derivative of (1) is given as: 

                                                𝑓′(𝑥) = 𝑎𝑐𝑜𝑠 (2𝑥(1 − 𝑥)) ⋅ (2 − 4𝑥) − 4𝑎𝑏𝑥𝑒−𝑏𝑥2
                        

         (2) 

If |𝑓′(𝑥)| < 1 that means map (1) is dissipative because it contracts the phase space. 

If |𝑓′(𝑥)| > 1 that means map (1) is not dissipative.  

From (2) we must choose the values of 𝑥, 𝑎 and 𝑏 such that to make 𝑓′(𝑥) < 1, that is led (1) is 

dissipative. For example, if 𝑥 = 0.8, 𝑎 = 2.3 and 𝑏 = 1.4. then  𝑓′(𝑥) < 1. That is mean (1) is 

dissipative.  

To adapt the classical chaotic map into a quantum map based on the approach in [41] we will 

proceed step by step, beginning with defining the boson annihilation and creation operators �̂� 

and �̂�†, respectively, which represent the main system of interest with a characteristic frequency 

𝜔0. The boson operators obey the usual equal-time commutation relations: [�̂�, �̂�†] = 1, [�̂�𝑘1
, �̂�𝑘2

+ ] =



6 Int. J. Anal. Appl. (2025), 23:65 

 

𝛿𝑘1𝑘2
, [�̂�𝑘, �̂�] = 0, etc. Also, the bath of oscillators described by the operators �̂�𝑘 and �̂�𝑘

† for each 

mode 𝑘, which interacts with the main system. The coupling constant is denoted by 𝐶.   

To investigate the impact of quantum correlations, express �̂� as ⟨�̂�⟩ + 𝛿�̂�, where 𝛿�̂� signifies 

a quantum fluctuation around ⟨�̂�⟩ and has the property ⟨𝛿�̂�⟩ = 0. This approach allows us to 

examine the effects of correlations like ⟨𝛿�̂�𝛿�̂�⟩, ⟨𝛿�̂�†𝛿�̂�⟩, etc., as the coupling to the bath changes. 

The Hamiltonian system is defined as; 

             �̂� = �̂�𝑏𝑎𝑡ℎ + �̂�𝑖𝑛𝑡𝑒𝑟 + (Time-dependent Perturbation)                 (3) 

where 

                    �̂�𝑏𝑎𝑡ℎ = ℏ ∑  𝑘 (𝜔𝑘 − 𝜔0)�̂�𝑘
†�̂�𝑘                                 (4) 

is called Bath Oscillators, and  

                       �̂�𝑖𝑛𝑡𝑒𝑟 = ℏ𝐶 ∑  𝑘 (�̂�†�̂�𝑘 + �̂�𝑘
†�̂�)                                   (5) 

is called interaction term  

and time-dependent perturbation is 

                           ℏ𝑉(�̂�, �̂�†)∑𝑛  𝛿(𝑡 − 𝑛𝑇)          (6) 

Where ∑𝑛  𝛿(𝑡 − 𝑛𝑇) is discrete-time impulses which represent a series of impulses occurring at 

regular intervals 𝑇. 

Where ℏ is plank constant, and 𝑉(�̂�, �̂�†) is a mimic of the nonlinear function of (1) and 𝑇 represents 

the period of the kicks. 

Then Eq. (3) will be: 

     �̂� = ℏ ∑  𝑘 (𝜔𝑘 − 𝜔0)�̂�𝑘
†�̂�𝑘 + ℏ𝐶 ∑  𝑘 (�̂�†�̂�𝑘 + �̂�𝑘

†�̂�) + ℏ𝑉(�̂�, �̂�†)∑𝑛  𝛿(𝑡 − 𝑛𝑇)          (7) 

The non-linear function in (1) needs to be translated into a quantum operator that can be added 

as a time-dependent perturbation to the Hamiltonian.  

Therefore, from (1) we have: 

                                            𝑎sin (2𝑥(1 − 𝑥)) + 2𝑎𝑒−𝑏𝑥2
              (8) 

 we can represent 𝑥 quantum-mechanically as a function of �̂� and �̂�†. And we chose to set 𝑥 ≈

(�̂� + �̂�†), which represents the position operator in the quantum harmonic oscillator. From 

the Taylor series we have  

                             sin (�̂�) ≈ �̂� −
�̂�3

6
+ ⋯          (9) 

For the sin part of (1), we get: 

                                     sin (2(�̂� + �̂�†) (1 − (�̂� + �̂�†))) ≈ 2(�̂� + �̂�†) (1 − (�̂� + �̂�†))       (10)                             
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and the exponential part will get;  𝑒−𝑏(�̂�+�̂�†)
2

 

Then quantum perturbation of non-linear function will be: 

                                   𝑉(�̂�, �̂�†) = 𝑎 [2(�̂� + �̂�†) (1 − (�̂� + �̂�†)) + 2𝑒−𝑏(�̂�+�̂�†)
2

] (11)                   

Then Eq. (7) becomes:  

        �̂� = �̂�𝑏𝑎𝑡ℎ + �̂�𝑖𝑛𝑡 + ℏ𝑎 [2(�̂� + �̂�†) (1 − (�̂� + �̂�†)) + 2𝑒−𝑏(�̂�+�̂�†)
2

] ∑  𝑛 𝛿(𝑡 − 𝑛𝑇)                    (12) 

Now the Heisenberg equations of equations of motion, the time evolution of an operator �̂�(𝑡) is  

                                       �̇̂�(𝑡) =
𝑖

ℏ
[�̂�, �̂�(𝑡)] +

∂�̂�

∂𝑡
                              (13) 

where [�̂�, �̂�] is the commutator of the Hamiltonian �̂�.  

From Eq. (7) derivation each part for �̂�(𝑡) 

                 
𝑖

ℏ
[�̂�𝑖𝑛𝑡, �̂�(𝑡)] =

𝑖

ℏ
[ℏ𝐶 ∑  𝑘   (�̂�†�̂�𝑘 + �̂�𝑘

†�̂�), �̂�(𝑡)]                      (14) 

Using the commutation relations [�̂�, �̂�†] = 1 and [�̂�, �̂�𝑘] = 0, this simplifies to: 

                         −𝑖𝐶 ∑  𝑘 �̂�𝑘(𝑡)                         (15) 

Time-dependent Non-linear function �̂�𝑛𝑙(𝑡) we have: 

               

𝑖

ℏ
[�̂�𝑛𝑙(𝑡), �̂�(𝑡)] =

𝑖

ℏ
[ℏ𝑉(�̂�, �̂�†) ∑  𝑛  𝛿(𝑡 − 𝑛𝑇), �̂�(𝑡)]

= 𝑖[�̂�(𝑡), 𝑉(�̂�, �̂�†)] ∑  𝑛  𝛿(𝑡 − 𝑛𝑇)
         (16) 

Then we have the time evolution of �̂�(𝑡) based on the Heisenberg equation is 

                �̇̂�(𝑡) = −𝑖𝐶 ∑  𝑘 �̂�𝑘(𝑡) − 𝑖[�̂�, 𝑉(�̂�, �̂�†)] ∑  𝑛 𝛿(𝑡 − 𝑛𝑇)                       (17)                                           

This equation captures the dynamics of �̂�(𝑡) due to both its interaction with the bath oscillators 

and the non-linear, time-dependent perturbation applied at discrete times 𝑡 = 𝑛𝑇. 

The Heisenberg equation of motion for an operator �̂� is given by the commutator relation: 

                                �̇̂�(𝑡) =
𝑖

ℏ
[�̂�, �̂�]         (18) 

Then we apply the Heisenberg Equation to �̂�𝑘(𝑡) on Eq.  (4) we have: 

                   [�̂�bath , �̂�𝑘] = [ℏ ∑  𝑗  Δ𝑗�̂�𝑗
†�̂�𝑗, �̂�𝑘] = ℏ ∑  𝑗 Δ𝑗[�̂�𝑗

†�̂�𝑗, �̂�𝑘]                                 (19) 

Using the commutation relation [�̂�𝑗, �̂�𝑘
†] = 𝛿𝑗𝑘 : 

                      [�̂�𝑗
†�̂�𝑗, �̂�𝑘] = �̂�𝑗

†[�̂�𝑗, �̂�𝑘] + [�̂�𝑗
†, �̂�𝑘]�̂�𝑗 = −𝛿𝑗𝑘�̂�𝑗                                (20) 

Therefore, 

                               [�̂�bath , �̂�𝑘] = −ℏΔ𝑘�̂�𝑘           (21) 

Also, apply to Eq. (5) we have: 
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[�̂�int, �̂�𝑘] = [ℏ𝐶 ∑  𝑗   (�̂�†�̂�𝑗 + �̂�𝑗

†�̂�), �̂�𝑘]

= ℏ𝐶 ∑  𝑗  (�̂�†[�̂�𝑗, �̂�𝑘] + [�̂�𝑗
†, �̂�𝑘]�̂�) = −ℏ𝐶�̂�𝛿𝑗𝑘

                    (22) 

Then  

                                 [�̂�int , �̂�𝑘] = −ℏ𝐶�̂�                          (23) 

Then combining Eq. (21) and Eq. (23), we have a differential equation: 

                  �̇̂�𝑘(𝑡) =
𝑖

ℏ
(−ℏΔ𝑘�̂�𝑘 − ℏ𝐶�̂�) = −𝑖Δ𝑘�̂�𝑘(𝑡) − 𝑖𝐶�̂�(𝑡)                                 (24) 

To solve this equation the homogeneous term, we have 

                   �̂�𝑘(𝑡) = �̂�𝑘(0)𝑒−𝑖Δ𝑘𝑡 − 𝑖𝐶∫0

𝑡
 𝑒−𝑖Δ𝑘(𝑡−𝑡′)�̂�(𝑡′)𝑑𝑡′                                              (25) 

Now, by substitution Eq. (24) into Eq. (17), we get: 

    �̇̂�(𝑡) = −𝑖𝐶∑𝑘   (�̂�𝑘(0)𝑒−𝑖Δ𝑘𝑡 − 𝑖𝐶∫0

𝑡
 𝑒−𝑖Δ𝑘(𝑡−𝑡′)�̂�(𝑡′)𝑑𝑡′) − 𝑖[�̂�, 𝑉(�̂�, �̂�†)]∑𝑛  𝛿(𝑡 − 𝑛𝑇)      (26) 

   �̇̂�(𝑡) = −𝑖𝐶∑𝑘  �̂�𝑘(0)𝑒−𝑖Δ𝑘𝑡 + 𝐶2∑𝑘  ∫0

𝑡
 𝑒−𝑖Δ𝑘(𝑡−𝑡′)�̂�(𝑡′)𝑑𝑡′ − 𝑖[�̂�, 𝑉(�̂�, �̂�†)]∑𝑛  𝛿(𝑡 − 𝑛𝑇)      (27) 

By introducing a quasi-continuum model with Δ𝑘 = 𝑘Δ, 𝑘 = 0, ±1, ±2, …, such that 2𝜋𝐶2/Δ → 2Γ 

as Δ, 𝐶 → 0, the second term on the right-hand side of (9) becomes −Γ�̂�(𝑡) and we are left with 

        �̇̂�(𝑡) = −𝑖𝐶 ∑  𝑘   �̂�𝑘(0)exp (−𝑖Δ𝑘𝑡) − Γ�̂�(𝑡) + 𝑓(�̂�, �̂�†) ∑  𝑛  𝛿(𝑡 − 𝑛𝑇)                          (28) 

where 

    𝑓(�̂�, �̂�†) = −𝑖[�̂�, 𝑉(�̂�, �̂�†)]=−𝑖 [�̂�, 𝑎 (2(�̂� + �̂�†) (1 − (�̂� + �̂�†)) + 2𝑒−𝑏(�̂�+�̂�†)
2

)]            (29) 

The quasi-continuum model provides a coherent explanation of dissipation. Specifically, the 

quantum Langevin noise term, represented by the first term on the right-hand side of equation 

(28), aligns with the dissipative nature of the second term. This alignment is essentially an 

illustration of the general fluctuation-dissipation theorem. 

The quantum map describes the evolution of an operator �̂� over discrete time intervals, 

incorporating both dissipation and non-linear dynamics. The approach used here involves 

integrating the differential equations governing �̂�(𝑡) over discrete steps from 𝑡 = 𝑛𝑇 − 𝜖 to 𝑡 =

(𝑛 + 1)𝑇 − 𝜖, a typical method for dealing with systems that include periodic or driven terms.  

Where the operator equation is 

                          �̂�𝑛+1 = �̂�𝑛𝑒−𝛽 + �̂�𝑛 + 𝑓(�̂�𝑛, �̂�𝑛
†)𝑒−𝛽                        (30) 

Where the noise term (�̂�𝑛) is 

                  �̂�𝑛 = −𝑖𝐶 ∑  𝑘 �̂�𝑘(0)𝑒−𝑖Δ𝑘(𝑛+1)𝑇 [
1−𝑒𝑖Δ𝑘𝑇−𝛽

Γ−𝑖Δ𝑘
]                         (31) 
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where 𝑒−𝛽 is a dissipation factor and 𝛽 = Γ𝑇  is represents the exponential decay over one period 

due to the dissipative interaction with the environment, quantified by Γ. The noise term (�̂�𝑛) 

includes contributions from the bath oscillators, accounting for their state at the beginning and 

their evolution, modulated by the decay and the inherent frequencies of the oscillators (Δ𝑘). 

now we will take the expectation value of Eq. (30), assuming ⟨�̂�𝑘(0)⟩ = 0 for all 𝑘, resulting in 

                        ⟨�̂�𝑛+1⟩ = [⟨�̂�𝑛⟩ + ⟨𝑓(�̂�𝑛, �̂�𝑛
†)⟩]𝑒−𝛽          (32)                                 

Because we want to compare our quantum results to Eq. (1), we choose the "force”. 

         𝑓(�̂�𝑛, �̂�𝑛
†) = −𝑖 [�̂�, 𝑎 (2(�̂� + �̂�†) (1 − (�̂� + �̂�†)) + 2𝑒−𝑏(�̂�+�̂�†)

2

)]                   (33) 

Then Eq. (32) becomes: 

               ⟨�̂�𝑛+1⟩ = [⟨�̂�𝑛⟩ + ⟨𝑎[2�̂�𝑛(1 − �̂�𝑛) + 2𝑒−𝑏�̂�𝑛�̂�𝑛]⟩]𝑒−𝛽                   (34) 

The quantum operator �̂� is decomposed into its expectation value and a fluctuation term: 

                           �̂� = ⟨�̂�⟩ + 𝛿�̂�                       (35) 

This decomposition helps in analyzing the dynamics by separating the mean behavior from 

quantum fluctuations. 

now substitute and expand into our model we have 

  �̂�𝑛+1 ≈ [⟨�̂�𝑛⟩ + 𝛿�̂�𝑛] +  𝑎 [2(⟨�̂�𝑛⟩ + 𝛿�̂�𝑛)(1 − (⟨�̂�𝑛⟩ + 𝛿�̂�𝑛)) + 2𝑒
−𝑏(⟨�̂�𝑛

†
⟩⟨�̂�𝑛⟩+⟨𝛿�̂�𝑛

†𝛿�̂�𝑛⟩)
] 𝑒−𝛽    (36) 

The expectation value then simplifies to be 

          ⟨�̂�𝑛+1⟩ ≈ [⟨�̂�𝑛⟩ + 𝑎 (2⟨�̂�𝑛⟩(1 − ⟨�̂�𝑛⟩) + 2𝑒
−𝑏⟨�̂�𝑛

†�̂�𝑛⟩
) − 𝑎⟨𝛿�̂�𝑛

†𝛿�̂�𝑛⟩] 𝑒−𝛽       (37) 

where ⟨𝛿�̂�𝑛
†𝛿�̂�𝑛⟩ represent the effects of quantum fluctuations on the dynamics. 

We can derive an equation for ⟨𝛿�̂�𝑛
†𝛿�̂�𝑛⟩ from the Heisenberg equation of motion for 𝛿�̂�. This 

gives us an equation in which third-order quantum corrections appear. First definitions of 

variables  𝑥𝑛 = ⟨�̂�𝑛⟩ represents the mean-field or expectation value of the annihilation operator, 

𝑦𝑛 = ⟨𝛿�̂�𝑛
†𝛿�̂�𝑛⟩ represents the quantum variance or the second moment of the fluctuations, 

quantifying the intensity of quantum noise, and  𝑧𝑛 could represent correlations like ⟨𝛿�̂�𝑛𝛿�̂�𝑛⟩, 

capturing the symmetric fluctuations or additional higher-order terms. 

Then we have (𝑥𝑛) : 

                  𝑥𝑛+1 = [𝑥𝑛 + 𝑎(2𝑥𝑛(1 − 𝑥𝑛) + 2𝑒−𝑏(𝑥𝑛
∗ 𝑥𝑛+𝑦𝑛))]𝑒−𝛽           (38) 

Fluctuation dynamics (𝑦𝑛):  

                𝑦𝑛+1 = (1 − 2𝑎(2𝑥𝑛 − 1)𝑒−𝛽 − 𝑎𝑒−𝛽2𝑏𝑦𝑛)𝑦𝑛𝑒−2𝛽     (39) 
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Higher-Order Correlations (𝑧𝑛)  

                    𝑧𝑛+1 = 𝑒−2𝛽(𝑧𝑛 − 𝑟(2(1 − 𝑥𝑛)𝑧𝑛 − 2𝑥𝑛𝑦𝑛))     (40) 

Then from Eq. (11), we have the final state of our quantum chaotic system is: 

                                𝑥𝑛+1 = [𝑥𝑛 + 𝑎 (sin (2(𝑥𝑛 + 𝑥𝑛
∗ )(1 − (𝑥𝑛 + 𝑥𝑛

∗ ))) + 2𝑒−𝑏(𝑥𝑛
∗ 𝑥𝑛+𝑦𝑛))] 𝑒−𝛽 

𝑦𝑛+1 = (1 − 2𝑎(2𝑥𝑛 − 1)𝑒−𝛽 − 𝑎𝑒−𝛽2𝑏𝑦𝑛)𝑦𝑛𝑒−2𝛽    (41) 

                                𝑧𝑛+1 = 𝑒−2𝛽(𝑧𝑛 − 𝑟(2(1 − 𝑥𝑛)𝑧𝑛 − 2𝑥𝑛𝑦𝑛)) 

where 𝑟 could be related to additional non-linear parameters influencing higher-order terms. 

2.1.3. Dynamic quantum chaotic system analysis 

Plotting spectrum bifurcation diagrams allows for the examination of the chaotic feature. The 

association between chaotic phases and the relevant control parameters is depicted in these 

graphs. The parameter that is most important in determining if the chaotic map is beneficial in 

encryption is the Lyapunov exponent. Once beginning conditions and control parameters, or any 

other seed parameter, are slightly altered, this exponent exhibits remarkable sensitivity. We can 

ascertain from the correlation coefficient whether the system performs completely chaotically or 

if there is any correlation at all with the original parameters. The system is totally predictable 

when the correlation coefficient is near unity. Perfect chaos is guaranteed once the correlation 

coefficient is around 0 [42].  

• Phase Attractor  

An efficient chaotic system is indicated by a complex attractor in phase space. The sensitivity of 

the chaotic system to beginning conditions and parameter changes is demonstrated by these 

visualizations, which also depict the interplay and feedback mechanisms among the variables. 

Through the analysis of the figures, we can see how every pair of variables functions within the 

broader system, providing insights into the erratic and aperiodic patterns that define the 

evolution of the system. The thorough examination of these phase space plots advances our 

knowledge of the dynamic mechanisms governing the chaotic behavior and yields priceless data 

for both theoretical and real-world applications in a variety of domains [43]. 

Figure 2 shows the attractor of system equations (41), where the initial state (𝑥, 𝑦, 𝑧)=(0.4, 0.1,0.1) 

and parameters are 𝑎 =  2.3, 𝑏 =  1.4, 𝛽 =  1.001 and 𝑟 =  0.4; 
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Figure 2. Phase attractor of the quantum system in (41). 

• Lyapunov Exponent (LE) 

An essential metric for illustrating the chaotic behavior of a nonlinear dynamical system is the 

Lyapunov Exponent (LE). It is a technique used to demonstrate how the routes created by two 

slightly different initial values diverge exponentially with increasing time when they are added 

to the same chaotic system. The Lyapunov exponent refers to the separation pace of 

infinitesimally close trajectories [43]. Mathematically, it is defined as 

𝐿𝐸𝑖 = lim
𝑛→∞

log2

𝑃𝑖(𝑡)

𝑃𝑖(0)
 

where 𝑃𝑖(𝑡) denotes the respective ellipsoidal length principal axis. 

An n-D system has n number of LE. The existence of a positive exponent shows the presence of 

chaotic behavior on the map.  

Figure 3 shows the LE of the system (41), where the initial state is (𝑥, 𝑦, 𝑧)=(0.4, 0.1,0.1) and 

parameters are 𝑎 =  2.3, 𝑏 =  1.4, 𝛽 =  1.001 and 𝑟 control parameter change value between 

[0.1 −  4]. 

 

Figure 3. LE of the system (41) varies with the control parameter r. 
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Figure 4 shows the LE of the system (41), where the initial state is (𝑥, 𝑦, 𝑧)=(0.4, 0.1,0.1) 

and parameters are 𝑏 = 1.4, 𝑟 = 0.4 and 𝛽 = 0.6 and 𝑎 is a control parameter [0.1 − 4]. 

 

Figure 4. LE of the system (41) varies with the control parameter a 

• Bifurcation diagram 

The bifurcation diagram can be used to show how the characteristics of the chaotic system and 

the control settings are related. It illustrates how the performance of the system varies with 

different parameters and displays a sudden shift in performance when critical parameters are 

reached. For evaluation of dynamic systems in many disciplines, such as physics, engineering, 

biology, and economics, bifurcations are crucial [43]. 

Figure 5 shows the Bifurcation diagram of the system (41) where the initial state is 

(𝑥, 𝑦, 𝑧)=(0.4, 0.1,0.1) and parameters are  𝑏 =  1.4, 𝛽 =  1.001, 𝑟 =  0.4; and 𝑎 is a control 

parameter [0.1 − 4]. 

 

Figure 5. Bifurcation diagram of the system (41). 
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Relationships between 𝑥 𝑣𝑠 𝑦, 𝑥 𝑣𝑠 𝑦 and 𝑦 𝑣𝑠 𝑧 are shown in Figure 6. 

 

Figure 6. Relationship between x vs y, x vs y and y vs z. 

Phase Space Plots for 𝑥, 𝑦, and 𝑧 of the system (41) are shown in Figure 7. 

 

Figure. 7 Phase Space Plots for 𝑥, 𝑦, and 𝑧 of system (40). 

Phase space between 𝑥 𝑣𝑠 𝑦, 𝑥 𝑣𝑠 𝑦 and 𝑦 𝑣𝑠 𝑧 of system (41) is shown in Figure8. 

 

Figure 8. Phase space between 𝑥 𝑣𝑠 𝑦, 𝑥 𝑣𝑠 𝑦 and 𝑦 𝑣𝑠 𝑧 of system (40). 
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Autocorrelation of 𝑥 is shown in Figure 9. 

 

Figure 9. Autocorrelation of 𝑥. 

2.2. Digital Signatures  

There is a wide range of digital signature algorithms available. Some notable algorithms, such as 

Elgamal and Schnorr, have proven to be highly effective and suitable for specific applications like 

smart contracts. These algorithms offer robust security measures and yield favorable outcomes 

[44]. 

2.2.1. Schnorr digital signature algorithm 

Claus Schnorr articulated this concept using his own language. This digital signature method is 

considered one of the oldest and is known for its simplicity. The security of this method relies on 

the complexity of specific discrete logarithm problems. It offers concise and efficient signatures. 

[45]. 

1. Choosing parameters: 

It is widely believed that the discrete logarithm problem is difficult within the group of 

generators, 𝐺, of prime order, 𝑞, where each participant in the signature scheme agrees on a 

generator, g. Typically, Schnorr signatures are assigned to this group. All parties agree to use the 

encoded hash function 𝐻: {0,1}∗ → ℤ𝑞, where ℤ𝑞represents the set of integers ranging from 0 to 

𝑞 − 1. 

2. generation of Key:  

From ℤ𝑞  , a secret signing key, 𝑢, is chosen. The public key for verification is defined as 𝑡 =

𝑔𝑢 𝑚𝑜𝑑 𝑞.  

3. Signing:  
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To display a sign with a message, 𝑀:  

From the appropriate range, a random integer 𝑙 is chosen.  

Declare a parameter 𝑤 such that it: 

                                                                        𝑤 = 𝑔𝑙 (42) 

• Afterwards, find an element 𝑧 such that: 

                                                               𝑧 = 𝐻(𝑤||𝑀) (43) 

where a bit string representing the concatenation symbol, ||, is displayed. 

• Suppose 

                                                                 s l uz= −                                                   () 

where 𝑠 represents the value of the signature.  

• Two different signatures combined are (𝑠, 𝑧). 

• Keep in mind that 𝑠, 𝑧 ∈ ℤ𝑞 ; if 𝑞 < 2160, then 40 bytes are sufficient to store the signature 

representation.  

1. Verification  

• Consider a parameter 𝑤𝑣 such that:  

𝑤𝑣 = 𝑔𝑠𝑡𝑧                                                           () 

• Then suppose.   

𝑧𝑣 = 𝐻(𝑤𝑣||𝑀)                                                    (46) 

• The signature will be considered as authenticated if 𝑧𝑣 is equal to 𝑧. 

2.2.2. Elgamal digital signature algorithm 

The Elgamal signature scheme is based on the challenge of discrete logarithm computation. It 

was introduced by Taher Elgamal in 1985 [46].  

1. Key generation  

The process of generating keys involves two steps. The first step is selecting components that can 

be shared with other users of the system, while the second step is computing a unique key pair 

for a particular user.  

2. Parameter generation  

• A key length 𝑁 is selected.  

• A prime number q of length 𝑁 - bits is chosen. 

• A cryptographic hash function 𝐻 is selected with an output length of 𝐿 bits. Only the hash 

output's leftmost bits are processed if 𝐿 > 𝑁. 
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• A generator 𝑔 < 𝑞of the multiplicative group of integers 𝑧𝑞
∗modulo 𝑞 is also chosen as part of the 

scheme's components.  

• These elements may be shared among system members.  

3. Per-user keys 

Are then generated using a set of elements. To calculate the key pair for each user:  

An integer 𝑢 is randomly selected from {1, … . , 𝑞 − 2}. 

Calculate  

                                                             𝑡 = 𝑔𝑢𝑚𝑜𝑑𝑞            (47) 

𝑢 is the secret key and 𝑡 is the public key. 

4. Signing 

• To generate a message sign,  

• We select a random integer, 𝑙, from a set of numbers, {2, … . . , 𝑞 − 2}, which are relatively prime 

to 𝑞 − 1. 

• We then estimate a parameter 𝑤 using the equation:  

𝑤 = 𝑔𝑙𝑚𝑜𝑑𝑞          (48) 

• Next, we estimate the signature value 𝑠 using the equation:                             

𝑠 = (𝐻(𝑚) − 𝑢𝑤)𝑙−1𝑚𝑜𝑑(𝑞 − 1)        (49) 

• In the rare case that 𝑠 is not relatively prime to 𝑙, we need to start over with a new random 𝑙.  

• The resulting value (𝑤, 𝑠) is the signature. 

• Verification 

• To determine the validity of a message's signature, follow these three procedures. First, test if 0 <

𝑤 < 𝑞 and 0 < 𝑠 < 𝑞 − 1. 

• The signature is considered authentic only if this condition is met. 

                                                  
( ) modH m w sg t w q   (50) 

2.3. Method 

The proposal aims to enhance the secret signing key generation process by leveraging the 

randomness of a chaotic map to create a lengthy private key sequence. The secret signing key, 

denoted as 𝑢, is produced as a key sequence through the use of a chaotic map, specifically the 

enhanced logistic map. The verification public key is computed as 𝑡 = 𝑔𝑢mod𝑞. The signing and 

verification phases will follow the procedures outlined in sections 2.2.1 and 2.2.2. The flow chart 

illustrating the proposed algorithm can be found in Figure 10 and the steps of the proposed 

algorithm are described below. 
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Steps of the proposed algorithm 

Input: 𝑞 , 𝑔 and 𝑙. 

Output: The private key, 𝑢, and a signature, 𝑠, 

for each private key. 

a. Specify the parameters and initial conditions for 

the map.  

b. Create a sequence of random iterations by 

applying the equation of the new map.  

c. Transform every random iteration into a 256-bit 

integer.  

d. Produce a signature,𝑠,  for each private key, 𝑢.  

e. Validate the authenticity of each signature. 

 

3.  Results 

The utilization of traditional Schnorr and Elgamal algorithms has been widespread across various 

applications, including smart contracts and healthcare. While these algorithms have 

demonstrated satisfactory outcomes, their private key size (2160) and randomness have not been 

sufficient to meet the required security standards. To address this issue, the proposed algorithms 

incorporate chaotic maps to generate a larger-sized (2256).) and more random private key 

sequences. This optimization has significantly improved the time required for signature creation 

and verification. Careful consideration has been given to the selection of conditions, parameters, 

and iterations in order to eliminate any possibility of result repetition. The values applied in the 

proposed algorithms are presented in Table 1.  
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Figure 10. Flow chart of the new algorithm. 
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Start 

Estimate the signature value, s
Schnorr algorithm Elgamal algorithm 

Compute 𝒘 = 𝒈𝒍𝒎𝒐𝒅 𝒒 

Compute ( || )z H w M=  

Compute 𝒔 = 𝒍 − 𝒖𝒛 

Compute 𝒘 = 𝒈𝒍𝒎𝒐𝒅 𝒒 

 

Compute 𝒔 = (𝑯(𝒎) − 𝒖𝒘)𝒍−𝟏𝐦𝐨𝐝(𝒑 − 𝟏) 

Verification phase

  

Schnorr algorithm Elgamal algorithm 

Compute 𝒘𝒗 = 𝒈𝒔𝒕𝒛 

Compute
 
𝒛𝒗 = 𝑯(𝒘𝒗||𝑴)  

The signature is verified 

if  𝒛𝒗 = 𝒛 .  

The signature is legitimate if and only if 

𝒈𝑯(𝒎) ≡ 𝒕𝒘𝒘𝒔𝐦𝐨𝐝𝒑  

Choose  
𝒒 and 𝒈 randomly as the public 

parameters of the signature. 

 
Define the initial conditions and control 

parameters of the applied map. 

 

Generate a random sequence of iterations 𝒙𝟏,𝟐,𝟑,...,𝒊 

using the equation of the applied map. 

 

Convert each random iteration into 256-bit integer 

to obtain the private key, 𝐮 . 

Compute the public key 𝒕 = 𝒈𝒖𝒎𝒐𝒅𝒒 
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Table 1. Initialization values for the proposed algorithm. 

Digital 

Signature 

Algorithm 

Number Of 

Iterations 

Output size Initial 

Conditions 

The range of q 

Schnorr 10000 256- bit 0.4 [1020, 1050] 

Elgamal 10000 256 -bit 0.4 [1020, 1050] 

 

Table 2 shows the results of the proposed algorithm. 

Table 2. Results of the proposed algorithm. 

Digital Signature 

Algorithm 

Part of the output Sign With "Hello World" Input Message 

 

Schnorr 

The Sign is 23342402395389273735030754292704346529878103270447 

The Sign is 10670301063821419572326658994386491441179993733117 

The Sign is 18585060201734761801348826984495664197473061414661 
 

 

Elgamal 

The Sign is 1067195402786450077814518030958218864211833116497 

The Sign is 1997525726394240128962805985695224304921910928826 

The Sign is 5395980278725283103255203542213503602566104067369 

Furthermore, Table 3 provides a comprehensive comparison between the results of the proposed 

algorithms and those of the traditional approach. 

Table 3. Comparison between the proposed algorithms and the traditional one's results for 

100000 message tests. 

Algorithm Time of signing(s) Time of 

verification(s) 

Private key 

space 

Traditional Schnorr 0.00016991869 0.0003609101659 2256 

Schnorr based on the 

new chaotic system 

0.0000799212 0.0000100223 2256 

Traditional Elgamal 0.00034725805187 0.0006738269302593 2256 

Elgamal based on the 

new chaotic system 

0.000029932 0.0000399298 2256 

 

Additionally, Table 4 presents a comparison between the results of the proposed algorithms 

and another set of tests involving 100,000 messages, conclusively demonstrating that our new 

algorithm achieves the shortest signing and verification time. 
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Table 4. Comparison between algorithms for 224-bit key length. 

Algorithm Signature time(ms) Verification 

time(ms) 

Total time(ms) 

The proposed 

algorithm for 

Schnorr 

0.11914 0.2036 0.32274 

The proposed 

algorithm for 

Elgamal 

0.1272 0.2378 0.365 

Schnorr Scheme 0.1310 1.4503 1.5813 

Elgamal Scheme 0.4946 0.2075 0.7021 

Ref [52] structure 1 1.3081 1.4480 2.7561 

Ref [52] structure 2 1.3456 1.4634 2.809 

Ref [52] structure 3 0.3924 0.2609 0.6533 

Ref [52] structure 4 0.5075 0.2538 0.7613 

Ref [53] 3,5000 5,2200 40,200 

Ref [54] - - 4465.38 

Ref [55] - - 8508.74 

Ref [56] - - 2344.23 

Ref [57] - - 1515.03 

Ref [58] - - 10.31 

Ref [59] - - 912.19 

Ref [60] - - 7.29 

Ref [61] - - 29.570 

 

Tables 5 and 6 exhibit Schnorr and Elgamal digital signatures based on the new chaotic system 

for 100,000 messages. These tables serve as evidence that our new algorithms do not necessitate 

a high level of computing complexity and are suitable for hardware implementation. 
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Table 5. Schnorr Digital signature based on the new chaotic system for 100000 messages. 

 Length of 

characters 

Signing time  

(ms) 

Verification 

time (ms) 

1 208 0.3295126 0.4322214 

2 416 0.313355 0.323265 

3 624 0.330325 0.4266658 

4 832 0.387758 0.38859 

5 1040 0.386322 0.409987 

6 1248 0.338975 0.300011 

7 1456 0.33998 0.469877 

8 1660 0.310003 0.338977 

9 1868 0.399998 0.42224 

10 2076 0.390032 0.310025 

 

Table 6. Elgamal Digital signature based on Improved logistic for 100000 messages. 

 Length of 

characters 

Signing 

time (ms) 

Verification 

time (ms) 

1 208 0.336525 0.43685 

2 416 0.3200325 0.325726 

3 624 0.30152 0.4000325 

4 832 0.332547 0.3578995 

5 1040 0.31236 0.430142 

6 1248 0.39333 0.388879 

7 1456 0.352756 0.413030 

8 1660 0.33132 0.369865 

9 1868 0.380123 0.434223 

10 2076 0.33012223 0.318975 

 

4. Conclusions 

This proposal outlined an enhancement to the Schnorr and Elgamal digital signature 

schemes, focusing on the generation of the private key through the implementation of a new 

chaotic system. This new system is proposed by first generating a new 1D chaotic map based on 

sin and logistic maps. Then, a new system with quantum corrections is produced by coupling a 
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kicked quantum system with a harmonic oscillator bath. This system generates a random 

sequence of iterations that are then converted into 256-bit integers for use as the private key. 

Testing was conducted on various parameters and message sizes, with the results of the 

experiments demonstrating that the proposed digital signature algorithm offers high security and 

quality of service. The key space was expanded to 2256 from the traditional 2160 in other 

algorithms, and the signing and verification times were found to be faster compared to alternative 

algorithms. Furthermore, our proposed algorithms require fewer keys for signing and 

verification compared to previous studies. The results also indicated that the new algorithm does 

not necessitate a high level of computing complexity. Overall, our development enhances the 

security of the digital signature algorithm against brute force attacks without introducing time or 

hardware constraints. 
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