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#### Abstract

This manuscript consists of the idea of $n$-controlled metric space in fuzzy set theory to generalize a number of fuzzy metric spaces in the literature, for example, pentagonal, hexagonal, triple, and double controlled metric spaces and many other spaces in fuzzy environment. Various examples are given to explain definitions and results. We define open ball, convergence of a sequence and a Cauchy sequence in the context of fuzzy $n$-controlled metric space. We also prove, by means of an example, that a fuzzy $n$-controlled metric space is not Hausdorff. At the end of the article, an application is given to prove the uniqueness of the solution to fractional differential equations.


## 1. Introduction

The applications of fixed point theory is the key to prove the uniqueness of the solution of a scientific problem with the help of Banach fixed point theorem [1]. Researchers have implemented this famous theorem in other directions ( $[2-5]$ ) and obtained interesting results. There are many generalizations of [1]. For example, Edelstein [6], generalized the Banach theorem in 1961. Kannan, [7] proved Banach's theorems without using the completeness of the metric and continuity of the contraction, however, he obtained the same conclusion but different sufficient conditions. Similar results were proved by Chatterjea [8]. In 1974, Ćirić [9], utilized the quasi contractive mappings that generalizes [1]. He also introduced multi-valued quasi contractions. Samet et. al [10] introduced a very interesting contraction, called $\alpha-\psi$-contraction, that enhanced and generalized numerous
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results in the literature. In 2014, Jeli et. al [11] gave the generalized version of [1] by introducing the function $\theta$ that satisfies certain properties.

Since all the above generalizations of [1] need to be continuous mappings, so Suzuki [12] gave the idea of Suzuki type mappings in which the contraction need not be continuous. Using $F$-contractions, which is given by Wardowski [13], and Suzuki contraction, the authors in [14], introduced generalized Suzuki $F$-contractions. Same authors have discussed the notion of Suzuki-type ( $\alpha, \beta, \gamma_{g}$ )-generalized proximal contractions and proved some results. Recently, Saleem et al. [15], gave the idea of modified $F$-contractions, generalized Suzuki $F$-contractions and proved some interesting results.

In 1965, Zadeh [16] generalized the definition of a crisp set by defining the fuzzy set that gives more efficient and accurate results. As fuzzy set addresses the uncertainty and give more accuracy compared to crisp set, researcher have used fuzzy sets in almost every branch of mathematics, see ( [17-19]). Metric space in a fuzzy environment is the most studied topic. The first definition of metric space using fuzzy sets was given by Kramosil et. al [20] which is considered as the generalization of statistical metric spaces defined by Menger [21]. But in their definition, they did not discuss any topological aspects. The convergence of a sequence in fuzzy metric spaces was defined by Grabiec [22]. By discussing Cauchyness he proved the fuzzy version of the Banach theorem. As topological properties of metric spaces play a vital role so, George and Veeramani [23] generalized the definition given in [22] by discussing topology and proved that it is Hausdorff.

Branciari [24] introduced generalized metric space which is known as rectangular metric space or $b$-Branciari space. He proved Banach-Caccippoli type fixed point results. In [25], the author has introduced a fuzzy version of $b$-metric space and generalized some spaces. The authors in [26] utilized the function $\alpha$ to generalize the notion of [25] by introducing an extended version of a fuzzy $b$-metric space and proved interesting results. Sezen [27] first used a controlled function to define the concept of controlled spaces in fuzzy sets theory. She utilized the sense of [20] and prove Banach fixed point results. Saleem et al. [28] used two functions $\alpha$ and $\beta$ and defined double controlled metric in a fuzzy environment which generalizes the results in [27]. Chugh et al. [29] gave the fuzzy version of [24] by giving the concept of rectangular fuzzy metric space. The notion of a rectangular $b$-metric space in fuzzy set theory is given by [30] to generalize the notion given in [29]. Recently, the concept of an extended rectangular metric space in a fuzzy environment is given by Saleem et al. [31] that generalize the results of [30] and [29]. They also proved that this space is not Hausdorff. The authors in [32] utilized three functions $f, g, h$ and gave the notions of fuzzy triple controlled metric spaces. They also showed, with the help of an example, that this space is not Hausdorff. The ideas of extended hexagonal $b$-metric and pentagonal controlled metric spaces in the fuzzy environments were given by Zubair et al. [33] and Hussain et al. [34] respectively and proved some fixed point results. In [35], the authors have introduced graphical fuzzy metric spaces and proved interesting results.

Since fractional calculus gives more accurate and efficient results as compared to ordinary calculus, which involves integer order derivatives, scientists have been utilizing fractional calculus in many disciplines. It is helpful to make mathematical models of certain phenomena, like epidemic models, bird flu models, influenza types of hepatitis, SARS, HIV, dengue, malaria and many others. The concept of the fractional derivative is very old when Leibnitz and L'Hopital talked about half-order derivatives. In answer to their question, Lacroix [36] claimed that $\frac{d^{\frac{1}{2}} y}{d x^{\frac{1}{2}}}=2 \sqrt{\frac{X}{\pi}}$. Abel [37] was the first mathematician who utilized fractional calculus as an application. He applied fractional calculus to the tautochrone problem. This result attracted Liouville [38], who applied his results to potential theory. Later Reimann involves a definite integral in the definition of a fractional derivative which was applicable to power series having non-integer exponents. There are some other definitions of a fractional order derivative, see ( [39-41]). But among all the above definitions, the modern definition of a fractional derivative is due to Caputo [42]. The main drawback of previous definitions is that the fractional differential equation requires a strange set of initial conditions. Caputo utilized the more classical initial conditions compared to Reimann-Liouville fractional derivative which is frequently used in applications.

In this paper we define $n$-controlled metric space in fuzzy set theory that generalizes almost all the metric spaces discussed above. We prove some fixed point results and elaborate our results with examples. We use the sense of [23] to define this space. We will use $\alpha-\phi$-contractive mapping in our main results that generalize some existing fixed point theorems in the literature. Each result and definition is supported by examples, further, we prove that this newly defined space is not Hausdorff.

## 2. Preliminaries

Definition 2.1 ([43]). A binary operation $*: I \times I \rightarrow I,(I=[0,1])$ is known as continuous triangular norm (CTN), if for all $\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{s}_{3}, \mathfrak{s}_{4} \in[0,1]$, $*$ satisfy:
$(* 1) *\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}\right)=*\left(\mathfrak{s}_{2}, \mathfrak{s}_{1}\right) ;$
$(* 2) *\left(\mathfrak{s}_{1}, *\left(\mathfrak{s}_{2}, \mathfrak{s}_{3}\right)\right)=*\left(*\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}\right), \mathfrak{s}_{3}\right)$;
$(* 3) *$ is continuous;
$(* 4) *\left(\mathfrak{s}_{1}, 1\right)=\mathfrak{s}_{1}$ for every $\mathfrak{s}_{1} \in[0,1]$;
$(* 5) *\left(\mathfrak{s}_{1}, \mathfrak{s}_{3}\right) \leq *\left(\mathfrak{s}_{2}, \mathfrak{s}_{4}\right)$ whenever $\mathfrak{s}_{1} \leq \mathfrak{s}_{2}, \mathfrak{s}_{3} \leq \mathfrak{s}_{4}$.
Definition 2.2 ( [23]). Let $\Omega \neq \emptyset$, a fuzzy set $\digamma_{m}: \Omega \times \Omega \times(0, \infty)$ is called fuzzy metric on $\Omega$ with * as a (CTN), if for all $\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{s}_{3} \in \Omega$, the following conditions holds:
(FM1) $\quad \digamma_{m}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)>0$;
(FM2) $\quad \digamma_{m}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=1$ for all $t>0$, if and only if $\mathfrak{s}_{1}=\mathfrak{s}_{2}$;
(FM3) $\quad \digamma_{m}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=\digamma_{m}\left(\mathfrak{s}_{2}, \mathfrak{s}_{1}, \mathfrak{t}\right)$;
(FM4) $\quad \digamma_{m}\left(\mathfrak{s}_{1}, \mathfrak{s}_{3}, \mathfrak{t}_{1}+\mathfrak{t}_{2}\right) \geq \digamma_{m}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}_{1}\right) * \digamma_{m}\left(\mathfrak{s}_{2}, \mathfrak{s}_{3}, \mathfrak{t}_{2}\right)$ for all $\mathfrak{t}_{1}, \mathfrak{t}_{2}>0$;
(FM5) $\quad \digamma_{m}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \cdot\right):(0, \infty) \longrightarrow[0,1]$ is continuous.

The triplet $\left(\Omega, \digamma_{m}, *\right)$ is called a fuzzy metric space.

Definition 2.3 ([28]). Let $\Omega \neq \emptyset, \alpha, \beta: \Omega \times \Omega \rightarrow[1, \infty)$ are two non-comparable functions. Then a fuzzy set $\digamma_{D}: \Omega \times \Omega \times(0, \infty) \longrightarrow[0,1]$ is fuzzy double controlled metric with $*$ as (CTN), if for all $\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{s}_{3} \in \Omega$, the following conditions holds:
$\left(\digamma_{D} 1\right) \quad \digamma_{D}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)>0 ;$
$\left(\digamma_{D} 2\right) \quad \digamma_{D}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=1$ for all $\mathfrak{t}>0$, if and only if $\mathfrak{s}_{1}=\mathfrak{s}_{2}$;
$\left(\digamma_{D} 3\right) \quad \digamma_{D}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=\digamma_{D}\left(\mathfrak{s}_{2}, \mathfrak{s}_{1}, \mathfrak{t}\right)$;
$\left(\digamma_{D} 4\right) \quad \digamma_{D}\left(\mathfrak{s}_{1}, \mathfrak{s}_{3}, \mathfrak{t}_{1}+\mathfrak{t}_{2}\right) \geq \digamma_{D}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \frac{\mathfrak{t}_{1}}{\alpha\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}\right)}\right) * \digamma_{D}\left(\mathfrak{s}_{2}, \mathfrak{s}_{3}, \frac{\mathfrak{t}_{2}}{\beta\left(\mathfrak{s}_{2}, \mathfrak{s}_{3}\right)}\right)$ for all $\mathfrak{t}_{1}, \mathfrak{t}_{2}>0$;
$\left(\digamma_{D} 5\right) \quad \digamma_{D}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \cdot\right):(0, \infty) \longrightarrow[0,1]$ is continuous.
Then $\left(\Omega, \digamma_{D}, *\right)$ is called a fuzzy double controlled metric space.

Example 2.1 ([28]). Let $\Omega=\{1,2,3\}$ and $\alpha, \beta: \Omega \times \Omega \longrightarrow[1, \infty)$ be two non-comparable continuous functions given by $\alpha\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}\right)=\mathfrak{s}_{1}+\mathfrak{s}_{2}+1$ and $\beta\left(\mathfrak{s}_{2}, \mathfrak{s}_{3}\right)=\mathfrak{s}_{2}{ }^{2}+\mathfrak{s}_{3}{ }^{2}-1$. Define $M: \Omega \times \Omega \times(0, \infty) \longrightarrow$ $[0,1]$ as

$$
\digamma_{D}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=\frac{\min \left\{\mathfrak{s}_{1}, \mathfrak{s}_{2}\right\}+\mathfrak{t}}{\max \left\{\mathfrak{s}_{1}, \mathfrak{s}_{2}\right\}+\mathfrak{t}}
$$

Then $(\Omega, M, *)$ is fuzzy double controlled metric type space with product t-norm.
Definition 2.4 ([32]). Let $\Omega \neq \emptyset$ and consider three functions $f, g, h: \Omega \times \Omega \rightarrow[1, \infty)$. A fuzzy set $\digamma_{T}: \Omega \times \Omega \times(0, \infty)$ is fuzzy triple controlled metric with (CTN) *, if for $\mathfrak{s}_{1}, \mathfrak{s}_{2} \in \Omega$ and all distinct $\mathfrak{s}_{3}, \mathfrak{s}_{4} \in \Omega \backslash\left\{\mathfrak{s}_{1}, \mathfrak{s}_{2}\right\}$, the following conditions are satisfied:
$\left(\digamma_{T} 1\right) \quad \digamma_{T}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)>0$;
$\left(\digamma_{T} 2\right) \quad \digamma_{T}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=1$ for all $\mathfrak{t}>0$ if and only if $\mathfrak{s}_{1}=\mathfrak{s}_{2}$;
$\left(\digamma_{T} 3\right) \quad \digamma_{T}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=\digamma_{T}\left(\mathfrak{s}_{2}, \mathfrak{s}_{1}, \mathfrak{t}\right)$;
$\left(\digamma_{T} 4\right) \quad \digamma_{T}\left(\mathfrak{s}_{1}, \mathfrak{s}_{4}, \mathfrak{t}_{1}+\mathfrak{t}_{2}+\mathfrak{t}_{3}\right) \geq \digamma_{T}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \frac{t}{f\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}\right)}\right) * \digamma_{T}\left(\mathfrak{s}_{2}, \mathfrak{s}_{3}, \frac{\mathfrak{t}_{1}}{g\left(\mathfrak{s}_{2}, \mathfrak{s}_{3}\right)}\right) * \digamma_{T}\left(\mathfrak{s}_{3}, \mathfrak{s}_{4}, \frac{\mathfrak{t}_{2}}{h\left(\mathfrak{s}_{3}, \mathfrak{s}_{4}\right)}\right)$, for all $\mathfrak{t}_{1}, \mathfrak{t}_{2}, \mathfrak{t}_{3}>0 ;$
$\left(\digamma_{T} 5\right) \quad \digamma_{T}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \cdot\right):(0, \infty) \rightarrow[0,1]$ is continuous.
Then $\left(\Omega, \digamma_{T}, *\right)$ is called a fuzzy triple controlled metric space.

Example 2.2 ( $[32])$. Let $\Omega=[0,1]$ and $\digamma_{T}: \Omega \times \Omega \times(0, \infty] \rightarrow[0,1]$ be defined as $\digamma_{T}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=$ $e^{-\frac{\left|s_{1}-\mathfrak{s}_{2}\right|}{\mathfrak{t}}}$ for all $\mathfrak{t}>0$, further let $f, g, h: \Omega \times \Omega \rightarrow[0, \infty]$ be continuous functions defined by $f\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}\right)=\mathfrak{s}_{1}+\mathfrak{s}_{2}+1, g\left(\mathfrak{s}_{2}, \mathfrak{s}_{3}\right)=\mathfrak{s}_{2}{ }^{2}+\mathfrak{s}_{3}+1$ and $h\left(\mathfrak{s}_{3}, \mathfrak{s}_{4}\right)=\mathfrak{s}_{3}{ }^{2}+\mathfrak{s}_{4}{ }^{2}+1$. Then $\left(\Omega, \digamma_{T, *}\right)$ is a fuzzy triple controlled metric space.

Definition 2.5 ([34]). Let $\Omega \neq \emptyset, Q_{i}: \Omega \times \Omega \rightarrow[1, \infty)$, $(1 \leq i \leq 5)$ be given functions, then a fuzzy set $\digamma_{Q}$ on $\Omega \times \Omega \times[0, \infty)$ is fuzzy pentagonal controlled metric with a (CTN) $*$, if for any distinct $\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{s}_{3}, \mathfrak{s}_{4}, \mathfrak{s}_{5}, \mathfrak{s}_{6} \in \Omega$, the following conditions are satisfied:
$\left(\digamma_{Q} 1\right) \quad \digamma_{Q}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)>0 ;$

$$
\begin{array}{ll}
\left(\digamma_{Q} 2\right) & \digamma_{Q}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=1 \text { for all } t>0 \text { if and only if } \mathfrak{s}_{1}=\mathfrak{s}_{2} ; \\
\left(\digamma_{Q} 3\right) & \digamma_{Q}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=\digamma_{Q}\left(\mathfrak{s}_{2}, \mathfrak{s}_{1}, \mathfrak{t}\right) ; \\
\left(\digamma_{Q} 4\right) & \left.\digamma_{Q}\left(\mathfrak{s}_{1}, \mathfrak{s}_{6}, \mathfrak{t}_{1}+\mathfrak{t}_{2}+\mathfrak{t}_{3}+\mathfrak{t}_{4}+\mathfrak{t}_{5}\right) \geq \digamma_{Q}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \frac{\mathfrak{t}_{1}}{Q_{1}}\right) * \digamma_{Q}\left(\mathfrak{s}_{2}, \mathfrak{s}_{3}, \frac{\mathfrak{s}_{2}}{}\right) * \frac{\mathfrak{s}_{5}}{Q_{2}\left(\mathfrak{s}_{2}, \mathfrak{s}_{3}\right)}\right) \\
& * \digamma_{Q}\left(\mathfrak{s}_{3}, \mathfrak{s}_{4}, \frac{\mathfrak{t}_{3}}{Q_{3}\left(\mathfrak{s}_{3}, \mathfrak{s}_{4}\right)}\right) * \digamma_{Q}\left(\mathfrak{s}_{4}, \mathfrak{s}_{5}, \frac{\mathfrak{t}_{4}}{Q_{4}\left(\mathfrak{s}_{4}, \mathfrak{s} 5_{5}\right)}\right) * \digamma_{Q}\left(\mathfrak{s}_{5}, \mathfrak{s}_{6}, \frac{\mathrm{Q}_{5}\left(\mathfrak{s}_{5}, \mathfrak{s}_{6}\right)}{}\right), \\
& \text { for all } \mathfrak{t}_{1}, \mathfrak{t}_{2}, \mathfrak{t}_{3}, \mathfrak{t}_{4}, \mathfrak{t}_{5}>0 ;
\end{array}
$$

Then $\left(\Omega, \digamma_{Q}, *\right)$ is called a fuzzy pentagonal controlled metric space.
Example 2.3 ( [34]). Let $\Omega=\{1,2,3,4,5,6\}$ and define $\digamma_{Q}: \Omega \times \Omega \times[0, \infty) \longrightarrow[0,1]$ as $\digamma_{Q}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=\frac{\mathfrak{t}}{\mathfrak{t}+\left|\mathfrak{s}_{1}-\mathfrak{s}_{2}\right|^{6}}$ with controlled functions $Q_{1}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}\right)=1+\mathfrak{s}_{1}+\mathfrak{s}_{2}, Q_{2}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}\right)=$ $1+\mathfrak{s}_{1}{ }^{2}+\mathfrak{s}_{2}{ }^{2}, Q_{3}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}\right)=1+\frac{\mathfrak{s}_{1}}{\mathfrak{s}_{2}}, Q_{4}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}\right)=1+\frac{\mathfrak{s}_{2}}{\mathfrak{s}_{1}}, Q_{5}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}\right)=1+\mathfrak{s}_{2}{ }^{2} \mathfrak{s}_{1}{ }^{2}$. Then $\left(\Omega, \digamma_{Q}, *\right)$ is fuzzy pentagonal controlled metric space with product $t$-norm.

## 3. Main Results

This section contains definitions, examples and theorems related to fuzzy $n$-controlled metric space. We will also deduce some important remarks that prove generalizations of many metric spaces in fuzzy set theory. We will define open ball and will prove that the newly defined space is not Hausdorff. Each result is elaborated with the help of examples. Now we give the definition of a fuzzy $n$-controlled metric space in the sense of [23]:

Definition 3.1. Let $\Omega \neq \emptyset$ and $\alpha_{i}: \Omega \times \Omega \longrightarrow[1, \infty)(1 \leq i \leq n)$ be $n$ non-comparable functions. $A$ fuzzy set $\digamma_{n}^{c}$ on $\Omega \times \Omega \times(0, \infty)$, together with a (CTN) $*$, is called a fuzzy $n$-controlled metric, if $\digamma_{n}^{c}$ satisfies:
$(M 1) \digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)>0$;
(M2) $\digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=1$ for all $\mathfrak{t}>0$, if and only if $\mathfrak{s}_{1}=\mathfrak{s}_{2}$;
(M3) $\digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=\digamma_{n}^{c}\left(\mathfrak{s}_{2}, \mathfrak{s}_{1}, \mathfrak{t}\right)$;
(M4) $\digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{n+1}, \mathfrak{t}_{1}+\mathfrak{t}_{2}+\ldots+\mathfrak{t}_{n}\right) \geq \digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \frac{\mathfrak{t}_{1}}{\alpha_{1}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}\right)}\right) * \digamma_{n}^{c}\left(\mathfrak{s}_{2}, \mathfrak{s}_{3}, \frac{\mathfrak{t}_{2}}{\alpha_{2}\left(\mathfrak{s}_{2}, \mathfrak{s}_{3}\right)}\right) * \ldots$
$* \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \frac{\mathfrak{t}_{n}}{\alpha_{n}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}\right)}\right)$, for all $\mathfrak{t}_{\mathfrak{n}}>0$;
(M5) $\digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \cdot\right):(0, \infty) \rightarrow[0,1]$ is continuous;
for all distinct $\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{s}_{3}, \ldots, \mathfrak{s}_{n+1} \in \Omega$. The quadruple $\left(\Omega, \digamma_{n}^{c}, \alpha_{n}, *\right)$ is called a fuzzy $n$-controlled metric space (FnCMS).

From definition (3.1), we have the following remarks.
Remark 3.1. (i) If we restrict ourselves to six distinct elements $\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{s}_{3}, \mathfrak{s}_{4}, \mathfrak{s}_{5}, \mathfrak{s}_{6}$, then a (FnCMS) reduces to fuzzy pentagonal controlled metric space [34] with controlled functions $\alpha_{i}, 1 \leq i \leq 5$.
(ii) If we restrict ourselves to four distinct elements $\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{s}_{3}, \mathfrak{s}_{4}$, then a (FnCMS) reduces to fuzzy triple controlled metric space [32] with controlled functions $\alpha_{i}, 1 \leq i \leq 3$.
(iii) If we restrict ourselves to three distinct elements $\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{s}_{3}$, then a (FnCMS) reduces to the definition in [28] with controlled functions $\alpha_{i}, 1 \leq i \leq 2$.

Keeping the above remarks in mind, we can deduce extended fuzzy b-rectangular, fuzzy $b$-rectangular, fuzzy rectangular, and some other metric spaces in fuzzy set theory.
Now we will give an example that justifies definition 3.1. We will restrict ourselves to finite $n$.
Example 3.1. Consider $\Omega=\{1,2,3,4,5,6,7\}$ and $\alpha_{i}: \Omega \times \Omega \longrightarrow[1, \infty)(1 \leq i \leq 6)$ be defined as $\alpha_{1}=1+\mathfrak{s}_{1}+\mathfrak{s}_{2}, \alpha_{2}=1+\mathfrak{s}_{1}{ }^{2}+\mathfrak{s}_{2}, \alpha_{3}=1+\mathfrak{s}_{1}+\mathfrak{s}_{2}{ }^{2}, \alpha_{4}=1+\mathfrak{s}_{1}{ }^{2}+\mathfrak{s}_{2}{ }^{2}, \alpha_{5}=1+\mathfrak{s}_{1}+\mathfrak{s}_{2}{ }^{3}, \alpha_{6}=$ $1+\mathfrak{s}_{1}{ }^{3}+\mathfrak{s}_{2}{ }^{3}$. Now define $\digamma_{n}^{c}: \Omega \times \Omega \times(0, \infty) \rightarrow[0,1]$ as:

$$
\digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=\frac{\min \left\{\mathfrak{s}_{1}, \mathfrak{s}_{2}\right\}+\mathfrak{t}}{\max \left\{\mathfrak{s}_{1}, \mathfrak{s}_{2}\right\}+\mathfrak{t}} .
$$

Then with product $t$-norm $\left(\Omega, \digamma_{n}^{c}, \alpha_{i}, *\right)$ is a (FnCMS). Here we will prove only (M4) as (M1)-(M3) and (M5) are easy to prove. Let $\mathfrak{s}_{1}=1, \mathfrak{s}_{2}=7$, then

$$
\begin{aligned}
\digamma_{n}^{c}\left(1,7, \mathfrak{t}_{1}+\mathfrak{t}_{2}+\mathfrak{t}_{3}+\mathfrak{t}_{4}+\mathfrak{t}_{5}+\mathfrak{t}_{6}\right) & =\frac{\min \{1,7\}+\mathfrak{t}_{1}+\mathfrak{t}_{2}+\mathfrak{t}_{3}+\mathfrak{t}_{4}+\mathfrak{t}_{5}+\mathfrak{t}_{6}}{\max \{1,7\}+\mathfrak{t}_{1}+\mathfrak{t}_{2}+\mathfrak{t}_{3}+\mathfrak{t}_{4}+\mathfrak{t}_{5}+\mathfrak{t}_{6}} \\
& =\frac{1+\mathfrak{t}_{1}+\mathfrak{t}_{2}+\mathfrak{t}_{3}+\mathfrak{t}_{4}+\mathfrak{t}_{5}+\mathfrak{t}_{6}}{7+\mathfrak{t}_{1}+\mathfrak{t}_{2}+\mathfrak{t}_{3}+\mathfrak{t}_{4}+\mathfrak{t}_{5}+\mathfrak{t}_{6}} .
\end{aligned}
$$

Now

$$
\begin{aligned}
& \digamma_{n}^{c}\left(1,2, \frac{\mathfrak{t}_{1}}{\alpha_{1}(1,2)}\right)=\frac{\min \{1,2\}+\frac{\mathfrak{t}_{2}}{\alpha_{1}(1,2)}}{\max \{1,2\}+\frac{\mathfrak{t}_{1}}{\alpha_{1}(1,2)}}=\frac{1+\frac{\mathfrak{t}_{1}}{4}}{2+\frac{\mathfrak{t}_{1}}{4}}=\frac{4+\mathfrak{t}_{1}}{8+\mathfrak{t}_{1}}, \\
& \digamma_{n}^{c}\left(2,3, \frac{\mathfrak{t}_{2}}{\alpha_{2}(2,3)}\right)=\frac{\min \{2,3\}+\frac{\mathfrak{t}_{2}}{\alpha_{2}(2,3)}}{\max \{2,3\}+\frac{\mathfrak{t}_{2}}{\alpha_{2}(2,3)}}=\frac{2+\frac{\mathfrak{t}_{2}}{8}}{3+\frac{\mathfrak{t}_{2}}{8}}=\frac{16+\mathfrak{t}_{2}}{24+\mathfrak{t}_{2}}, \\
& \digamma_{n}^{c}\left(3,4, \frac{\mathfrak{t}_{3}}{\alpha_{3}(3,4)}\right)=\frac{\min \{3,4\}+\frac{\mathfrak{t}_{3}}{\alpha_{3}(3,4)}}{\max \{3,4\}+\frac{\mathfrak{t}_{3}}{\alpha_{3}(3,4)}}=\frac{3+\frac{\mathfrak{t}_{3}}{20}}{4+\frac{\mathfrak{t}_{3}}{20}}=\frac{60+t_{3}}{80+\mathfrak{t}_{3}}, \\
& \digamma_{n}^{c}\left(4,5, \frac{\mathfrak{t}_{4}}{\alpha_{4}(4,5)}\right)=\frac{\min \{4,5\}+\frac{\mathfrak{t}_{4}}{\alpha_{4}(4,5)}}{\max \{4,5\}+\frac{\mathfrak{t}_{4}}{\alpha_{4}(4,5)}}=\frac{4+\frac{\mathfrak{t}_{4}}{42}}{5+\frac{\mathfrak{t}_{4}}{42}}=\frac{168+\mathfrak{t}_{4}}{210+\mathfrak{t}_{4}}, \\
& \digamma_{n}^{c}\left(5,6, \frac{\mathfrak{t}_{5}}{\alpha_{5}(5,6)}\right)=\frac{\min \{5,6\}+\frac{\mathfrak{t}_{5}}{\alpha_{5}(5,6)}}{\max \{5,6\}+\frac{\mathfrak{t}_{5}}{\alpha_{5}(5,6)}}=\frac{5+\frac{\mathfrak{t}_{5}}{222}}{6+\frac{\mathfrak{t}_{5}}{222}}=\frac{1110+\mathfrak{t}_{5}}{1332+\mathfrak{t}_{5}},
\end{aligned}
$$

$$
\digamma_{n}^{c}\left(6,7, \frac{\mathfrak{t}_{6}}{\alpha_{6}(6,7)}\right)=\frac{\min \{6,7\}+\frac{\mathfrak{t}_{6}}{\alpha_{6}(6,7)}}{\max \{6,7\}+\frac{\mathfrak{t}_{6}}{\alpha_{6}(6,7)}}=\frac{6+\frac{\mathfrak{t}_{6}}{560}}{7+\frac{t_{6}}{560}}=\frac{3360+\mathfrak{t}_{6}}{3920+\mathfrak{t}_{6}}
$$

Clearly,

$$
\begin{aligned}
\digamma_{n}^{c}\left(1,7, \mathfrak{t}_{1}+\mathfrak{t}_{2}+\mathfrak{t}_{3}+\mathfrak{t}_{4}+\mathfrak{t}_{5}+\mathfrak{t}_{6}\right) & \geq \digamma_{n}^{c}\left(1,2, \frac{\mathfrak{t}_{1}}{\alpha_{1}(1,2)}\right) * \digamma_{n}^{c}\left(2,3, \frac{\mathfrak{t}_{2}}{\alpha_{2}(2,3)}\right) * \digamma_{n}^{c}\left(3,4, \frac{\mathfrak{t}_{3}}{\alpha_{3}(3,4)}\right) \\
& * \digamma_{n}^{c}\left(4,5, \frac{\mathfrak{t}_{4}}{\alpha_{4}(4,5)}\right) * \digamma_{n}^{c}\left(5,6, \frac{\mathfrak{t}_{5}}{\alpha_{5}(5,6)}\right) * \digamma_{n}^{c}\left(6,7, \frac{\mathfrak{t}_{6}}{\alpha_{6}(6,7)}\right)
\end{aligned}
$$

Similarly, we can prove in other cases. Hence $\left(\Omega, \digamma_{n}^{c}, \alpha_{i}, *\right)$ is (FnCMS) for $n=6$. In the same steps, we can prove higher values of $n$.

Definition 3.2. Let $\left\{\mathfrak{s}_{n}\right\}$ be a sequence in (FnCMS) $\left(\Omega, \digamma_{n}^{c}, \alpha_{n}, *\right)$. Then:
(1) $\left\{\mathfrak{s}_{n}\right\}$ is convergent sequence, if for any $\mathfrak{t}>0$, there exists $\mathfrak{s} \in \Omega$ satisfy

$$
\lim _{n \rightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}, \mathfrak{t}\right)=1
$$

(2) $\left\{\mathfrak{s}_{n}\right\}$ is Cauchy sequence if for all $\mathfrak{t}>0, p>0$,

$$
\lim _{n \rightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{n+p}, \mathfrak{s}_{n}, \mathfrak{t}\right)=1
$$

A (FnCMS) $\left(\Omega, \digamma_{n}^{c}, \alpha_{n}, *\right)$ is called complete (FnCMS), if every Cauchy sequence $\left\{\mathfrak{s}_{n}\right\}$ converges to some $\mathfrak{s} \in \Omega$.

Definition 3.3. Let $\left(\Omega, \digamma_{n}^{c}, \alpha_{n}, *\right)$ be a (FnCMS), then the open ball $B(\mathfrak{s}, \mathfrak{r}, \mathfrak{t})$, is given by

$$
B(\mathfrak{s}, \mathfrak{r}, \mathfrak{t})=\left\{\mathfrak{v} \in \Omega: \digamma_{n}^{c}(\mathfrak{s}, \mathfrak{v}, t)>1-\mathfrak{r}\right\},
$$

where $\mathfrak{s}$ is the center and $\mathfrak{r}$ is the radius of the ball.
In next example, we will prove a (FnCMS) need not to be Hausdorff.
Example 3.2. Take the ( FnCMS ) of example (3.1) and define $B_{1}(1,0.4,5)$ with center $\mathfrak{s}_{1}=1$, radius $\mathfrak{r}_{1}=0.4$ and $\mathfrak{t}_{1}=5$ as

$$
B_{1}(1,0.4,5)=\left\{\mathfrak{s} \in \Omega: \digamma_{n}^{c}(1, \mathfrak{s}, 5)>0.6\right\} .
$$

Let $1 \in \Omega$, then $\digamma_{n}^{c}(1,1,5)=\frac{\min \{1,1\}+5}{\max \{1,1\}+5}=\frac{1+5}{1+5}=1$, so $1 \in B_{1}(1,0.4,5)$.
Let $2 \in \Omega$, then $\digamma_{n}^{c}(1,2,5)=\frac{\min \{1,2\}+5}{\max \{1,2\}+5}=\frac{1+5}{2+5}=0.8571$, so $2 \in B_{1}(1,0.4,5)$.
Let $3 \in \Omega$, then $\digamma_{n}^{c}(1,3,5)=\frac{\min \{1,3\}+5}{\max \{1,3\}+5}=\frac{1+5}{3+5}=0.75$, so $3 \in B_{1}(1,0.4,5)$.
Let $4 \in \Omega$, then $\digamma_{n}^{c}(1,4,5)=\frac{\min \{1,4\}+5}{\max \{1,4\}+5}=\frac{1+5}{4+5}=0.6666$, so $4 \in B_{1}(1,0.4,5)$.
Let $5 \in \Omega$, then $\digamma_{n}^{c}(1,5,5)=\frac{\min \{1,5\}+5}{\max \{1,5\}+5}=\frac{1+5}{5+5}=0.6$, so $5 \notin B_{1}(1,0.4,5)$.

Let $6 \in \Omega$, then $\digamma_{n}^{c}(1,6,5)=\frac{\min \{1,6\}+5}{\max \{1,6\}+5}=\frac{1+5}{6+5}=0.5454$, so $6 \notin B_{1}(1,0.4,5)$.
Let $7 \in \Omega$, then $F_{n}^{c}(1,7,5)=\frac{\min \{1,7\}+5}{\max \{1,7\}+5}=\frac{1+5}{7+5}=0.5$, so $7 \notin B_{1}(1,0.4,5)$.
Thus $B_{1}(1,0.4,5)=\{1,2,3,4\}$. Now define $B_{2}(2,0.2,5)$, the open ball with center $\mathfrak{s}_{2}=2$, radius $\mathfrak{r}_{2}=0.2$ and $\mathfrak{t}_{2}=5$. Then

$$
B_{2}(2,0.2,5)=\left\{\mathfrak{s} \in \Omega: \digamma_{n}^{c}(1, \mathfrak{s}, 5)>0.8\right\} .
$$

Let $1 \in \Omega$, then $\digamma_{n}^{c}(2,1,5)=\frac{\min \{2,1\}+5}{\max \{2,1\}+5}=\frac{1+5}{2+5}=0.8571$, so $1 \in B_{2}(2,0.2,5)$.
Let $2 \in \Omega$, then $\digamma_{n}^{c}(2,2,5)=\frac{\min \{2,2\}+5}{\max \{2,2\}+5}=\frac{2+5}{2+5}=1$, so $2 \in B_{2}(2,0.2,5)$.
Let $3 \in \Omega$, then $\digamma_{n}^{c}(2,3,5)=\frac{\min \{2,3\}+5}{\max \{2,3\}+5}=\frac{2+5}{3+5}=0.875$, so $3 \in B_{2}(2,0.2,5)$.
Let $4 \in \Omega$, then $\digamma_{n}^{c}(2,4,5)=\frac{\min \{2,4\}+5}{\max \{2,4\}+5}=\frac{2+5}{4+5}=0.7777$, so $4 \notin B_{2}(2,0.2,5)$.
Let $5 \in \Omega$, then $\digamma_{n}^{c}(2,5,5)=\frac{\min \{2,5\}+5}{\max \{2,5\}+5}=\frac{2+5}{5+5}=0.7$, so $5 \notin B_{2}(2,0.2,5)$.
Let $6 \in \Omega$, then $\digamma_{n}^{c}(2,6,5)=\frac{\min \{2,6\}+5}{\max \{2,6\}+5}=\frac{2+5}{6+5}=0.6363$, so $6 \notin B_{2}(2,0.2,5)$.
Let $7 \in \Omega$, then $\digamma_{n}^{c}(2,7,5)=\frac{\min \{2,7\}+5}{\max \{2,7\}+5}=\frac{2+5}{7+5}=0.5833$, so $7 \notin B_{2}(2,0.2,5)$.
Thus $B_{2}(2,0.2,5)=\{1,2,3\}$. Clearly $B_{1}(1,0.4,5) \cap B_{2}(2,0.2,5) \neq \emptyset$. Hence a (FnCMS) need not to be Hausdorff.

Remark 3.2. In the light of remark (3.1), a pentagonal, hexagonal, triple controlled, double controlled, $b$-extended and controlled rectangular, b-rectangular metric space and some other fuzzy metric spaces are also not Hausdorff.

Denote $\Phi$, the family of all functions $\phi:[0, \infty) \rightarrow[0, \infty)$ which are nondecreasing and having properties:
(i) $\phi(\mathfrak{t})<\mathfrak{t}$,
(ii) $\lim _{n \rightarrow \infty} \phi^{n}(\mathfrak{t})=0$,
for all $\mathfrak{t}>0$, where $\phi^{n}$ denotes the $n$-th iteration of $\phi$.
Definition 3.4. Let $\left(\Omega, \digamma_{n}^{c}, \alpha_{n}, *\right)$ be a (FnCMS), $\alpha: \Omega \times \Omega \times(0, \infty) \longrightarrow[0, \infty)$ and $T: \Omega \longrightarrow \Omega$ be two mappings. Then $T$ is called an $\alpha$-admissible, if for all $t>0, \mathfrak{s}_{1}, \mathfrak{s}_{2} \in \Omega$,

$$
\alpha\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right) \geq 1 \Longrightarrow \alpha\left(T_{\mathfrak{s}_{1}}, T_{\mathfrak{s}_{2}}, \mathfrak{t}\right) \geq 1 .
$$

Example 3.3. Let $\Omega=[0, \infty)$, define $\alpha: \Omega \times \Omega \times[0, \infty)$ by

$$
\alpha\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=\left\{\begin{array}{l}
e^{\frac{\mathfrak{s}_{2}}{\mathfrak{s}_{1}}}, \text { if } \mathfrak{s}_{1} \geq \mathfrak{s}_{2}, \mathfrak{s}_{1} \neq 0 \\
0, \text { if } \mathfrak{s}_{1}<\mathfrak{s}_{2}
\end{array}\right.
$$

and $T_{\mathfrak{s}}=5 \mathfrak{s}$. Then clearly $T$ is $\alpha$-admissible.

Definition 3.5. Let $\left(\Omega, \digamma_{n}^{c}, \alpha_{n}, *\right)$ be a (FnCMS). Then the mapping $T: \Omega \longrightarrow \Omega$ is called a generalized $\alpha$ - $\phi$-fuzzy contractive mapping if for two functions $\phi \in \Phi$ and $\alpha: \Omega \times \Omega \times(0, \infty) \longrightarrow$ $[0, \infty)$, we have

$$
\begin{equation*}
\alpha\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)\left(\frac{1}{\digamma\left(T_{\mathfrak{s}_{1}}, T_{\left.\mathfrak{s}_{2}, \mathfrak{t}\right)}\right.}-1\right) \leq \phi\left(\frac{1}{\digamma^{*}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right), \tag{3.1}
\end{equation*}
$$

for all $\mathfrak{s}_{1}, \mathfrak{s}_{2} \in \Omega$ and $\mathfrak{t}>0$, where

$$
\digamma^{*}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=\min \left\{\digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right), \digamma_{n}^{c}\left(\mathfrak{s}_{1}, T_{\mathfrak{s}_{1}}, \mathfrak{t}\right), \digamma_{n}^{c}\left(\mathfrak{s}_{2}, T_{\mathfrak{s}_{2}}, \mathfrak{t}\right), \frac{2 \digamma_{n}^{c}\left(\mathfrak{s}_{1}, T_{\mathfrak{s}_{2}}, \mathfrak{t}\right) \digamma_{n}^{c}\left(\mathfrak{s}_{2}, T_{\left.\mathfrak{s}_{1}, \mathfrak{t}\right)}^{\digamma_{n}^{c}\left(\mathfrak{s}_{1}, T_{\mathfrak{s}_{2}}, \mathfrak{t}\right)+\digamma_{n}^{c}\left(\mathfrak{s}_{2}, T_{\mathfrak{s}_{1}}, \mathfrak{t}\right)}\right\} . . . . . . .}{}\right.
$$

We now prove Banach fixed point theorem by using generalized $\alpha-\phi$-fuzzy contraction.
Theorem 3.1. Let $\left(\Omega, \digamma_{n}^{c}, \alpha_{n}, *\right)$ be a complete (FnCMS) with $\alpha_{n}: \Omega \times \Omega \rightarrow[1, \infty)$ be $n$ noncomparable functions and $T: \Omega \longrightarrow \Omega$ be a generalized $\alpha-\phi$-fuzzy contractive mapping satisfying:
(i) $T$ is $\alpha$-admissible,
(ii) for all $t>0$, there exists $\mathfrak{s}_{0} \in \Omega$ satisfying $\alpha\left(\mathfrak{s}_{0}, T \mathfrak{s}_{0}, t\right) \geq 1$,
(iii) $T$ is continuous,
then, $T$ has a fixed point.
Proof. Let $\mathfrak{s}_{0} \in \Omega_{0}$ be arbitrary point and consider for all $n \in \mathbb{N}$, the sequence $\left\{\mathfrak{s}_{n}\right\}$ in $\Omega$ by the formula $\mathfrak{s}_{n}=T_{\mathfrak{s}_{n-1}}$. Assume for all $n \in \mathbb{N}, \mathfrak{s}_{n} \neq \mathfrak{s}_{n-1}$. Since $T$ is $\alpha$-admissible and $\alpha\left(\mathfrak{s}_{0}, \mathfrak{s}_{1}, \mathfrak{t}\right)=\alpha\left(\mathfrak{s}_{0}, T_{\mathfrak{s}_{0}}, \mathfrak{t}\right) \geq 1$, so for any $\mathfrak{t}>0$, we have $\alpha\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=\alpha\left(T_{\mathfrak{s}_{0}}, T_{\mathfrak{s}_{1}}, \mathfrak{t}\right) \geq 1$. Ultimately, $\alpha\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right) \geq 1$. Now using (3.1),

$$
\begin{align*}
\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{\mathfrak{n}+1}, \mathfrak{t}\right)}-1 & =\frac{1}{\digamma_{n}^{c}\left(T \mathfrak{s}_{n-1}, T \mathfrak{s}_{n}, \mathfrak{t}\right)}-1 \\
& \leq \alpha\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right)\left(\frac{1}{\digamma_{n}^{c}\left(T \mathfrak{s}_{n-1}, T \mathfrak{s}_{n}, \mathfrak{t}\right)}-1\right.  \tag{3.2}\\
& \leq \phi\left(\frac{1}{\digamma^{*}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right)}-1\right),
\end{align*}
$$

where

$$
\begin{aligned}
\digamma^{*}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right)= & \min \left\{\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right), \digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, T_{\mathfrak{s}_{n-1}}, \mathfrak{t}\right),\right. \\
& \digamma_{n}^{c}\left(\mathfrak{s}_{n}, T_{\mathfrak{s}_{n}}, \mathfrak{t}\right), \frac{2 \digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, T_{\left.\mathfrak{s}_{n}, \mathfrak{t}\right)}, \digamma_{n}^{c}\left(T_{\left.\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right)}^{\digamma_{n}^{c}\left(T_{\left.\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right)+\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, T_{\mathfrak{s}_{n}, \mathfrak{t}}\right)}\right\} .}\right.\right.}{\text {. }} .
\end{aligned}
$$

On simplifying, we have

$$
\begin{equation*}
\digamma^{*}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right)=\min \left\{\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right), \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right), \frac{2 \digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)}{1+\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)}\right\} . \tag{3.3}
\end{equation*}
$$

Now consider,

$$
\begin{align*}
\frac{2 \digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)}{1+\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)} & =\frac{2}{\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)}+1}  \tag{3.4}\\
& \geq \frac{1}{\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right)}+\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)}} \\
& \geq \min \left\{\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right), \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)\right\} .
\end{align*}
$$

Using in (3.3), we have $\digamma^{*}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right)=\min \left\{\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right), \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)\right\}$. Substituting this value in (3.2), we get

$$
\begin{equation*}
\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)}-1 \leq \phi\left(\frac{1}{\min \left\{\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right), \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)\right\}}-1\right) \tag{3.5}
\end{equation*}
$$

Now, if $\min \left\{\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right), \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)\right\}=\digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)$, then as $\phi(\mathfrak{t})<\mathfrak{t}$, we have

$$
\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)}-1 \leq \phi\left(\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)}-1\right)<\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)}-1
$$

which is a contradiction. So, $\min \left\{\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, t\right), \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)\right\}=\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right)$ and

$$
\begin{equation*}
\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)}-1 \leq \phi\left(\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right)}-1\right)<\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right)}-1 \tag{3.6}
\end{equation*}
$$

Hence $\digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)>\digamma_{n}^{c}\left(\mathfrak{s}_{n-1}, \mathfrak{s}_{n}, \mathfrak{t}\right)$. So, the sequence $\left\{\digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)\right\}$ is strictly increasing in $[0,1]$, for all $\mathfrak{t}>0$. Let for all $t>0, S^{*}(\mathfrak{t})=\lim _{n \longrightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)$. We claim that $\mathcal{S}^{*}(\mathfrak{t})=1$. On contrary, assume $\mathcal{S}^{*}\left(\mathfrak{t}_{0}\right)<1$, for some $\mathfrak{t}_{0}>0$. Taking limit on both sides of (3.6), we have

$$
\frac{1}{\mathcal{S}^{*}\left(\mathfrak{t}_{0}\right)}-1 \leq \phi\left(\frac{1}{\mathcal{S}^{*}\left(\mathfrak{t}_{0}\right)}-1\right)<\frac{1}{\mathcal{S}^{*}\left(\mathfrak{t}_{0}\right)}-1
$$

a contradiction. Thus, we have

$$
\begin{equation*}
\lim _{n \longrightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right)=1, \mathfrak{t}>0 . \tag{3.7}
\end{equation*}
$$

To prove Cauchyness of $\left\{\mathfrak{s}_{n}\right\}$, consider the cases as:
Case-1. When $p=2 \mathfrak{q}+1$ (odd), then by writing $\mathfrak{t}=\frac{(2 \mathfrak{q}+1) \mathfrak{t}}{2 \mathfrak{q}+1}=\frac{\mathfrak{t}}{2 \mathfrak{q}+1}+\frac{\mathfrak{t}}{2 \mathfrak{q}+1}+\ldots+\frac{\mathfrak{t}}{2 \mathfrak{q}+1}$, we have

$$
\begin{aligned}
& \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+2 \mathfrak{q}+1}, \mathfrak{t}\right) \geq \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}+1}}{\alpha_{1}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}\right)}\right) * \digamma_{n}^{c}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}+1}}{\alpha_{2}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}\right)}\right) \\
& * \digamma_{n}^{c}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}+1}}{\alpha_{3}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}\right)}\right) * \ldots * \digamma_{n}^{c}\left(\mathfrak{s}_{n+2 \mathfrak{q}}, \mathfrak{s}_{n+2 \mathfrak{q}+1}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}+1}}{\alpha_{n}\left(\mathfrak{s}_{n+2 \mathfrak{q}}, \mathfrak{s}_{n+2 \mathfrak{q}+1}\right)}\right) .
\end{aligned}
$$

Using (3.7) and applying limit $n \longrightarrow \infty$, we have

$$
\lim _{n \longrightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+2 \mathfrak{q}+1}, \mathfrak{t}\right) \geq 1 * 1 \ldots * 1=1
$$

Case-2. When $p=2 \mathfrak{q}$ (even), then by writing $\mathfrak{t}=\frac{(2 \mathfrak{q}) \mathfrak{t}}{2 \mathfrak{q}}=\frac{\mathfrak{t}}{2 \mathfrak{q}}+\frac{\mathfrak{t}}{2 \mathfrak{q}}+\ldots+\frac{\mathfrak{t}}{2 \mathfrak{q}}$, we have

$$
\begin{aligned}
& \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+2 \mathfrak{q}}, \mathfrak{t}\right) \geq \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}}}{\alpha_{1}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}\right)}\right) * \digamma_{n}^{c}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}}}{\alpha_{2}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}\right)}\right) \\
& * \digamma_{n}^{c}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}}}{\alpha_{3}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}\right)}\right) * \ldots * \digamma_{n}^{c}\left(\mathfrak{s}_{n+2 \mathfrak{q}-1}, \mathfrak{s}_{n+2 \mathfrak{q}}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}}}{\alpha_{n}\left(\mathfrak{s}_{n+2 \mathfrak{q}-1}, \mathfrak{s}_{n+2 \mathfrak{q}}\right)}\right) .
\end{aligned}
$$

Using (3.7) and applying limit $n \longrightarrow \infty$, we have

$$
\lim _{n \longrightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+2 \mathfrak{q}}, \mathfrak{t}\right) \geq 1 * 1 * 1 \ldots * 1=1
$$

Hence in either case, $\lim _{n \rightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+p}, \mathfrak{t}\right)=1$, showing Cauchyness of $\left\{\mathfrak{s}_{n}\right\}$ and converges to $\mathfrak{s} \in \Omega$, so

$$
\lim _{n \rightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}, \mathfrak{t}\right)=1
$$

Now as $T$ is continuous, we get $T_{\mathfrak{s}_{n}} \longrightarrow T_{\mathfrak{s}}$, for all $\mathfrak{t}>0$. Now, we have $\lim _{n \rightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{n+1}, T \mathfrak{s}, \mathfrak{t}\right)=\lim _{n \longrightarrow \infty} \digamma_{n}^{c}\left(T_{\mathfrak{s}_{n}}, T \mathfrak{s}, \mathfrak{t}\right)=1$, for all $\mathfrak{t}>0$, that is $\mathfrak{s}_{n} \longrightarrow T_{\mathfrak{s}}$. The uniqueness of the limit implies that $T \mathfrak{s}=\mathfrak{s}$. i-e $\mathfrak{s}$ is the fixed point of $T$.

Following example elaborates Theorem (3.1).
Example 3.4. Let

$$
\begin{gathered}
\Omega_{1}=\left\{\frac{\mathfrak{p}}{\mathfrak{q}}: \mathfrak{p}=0,1,3,9, \ldots, \mathfrak{q}=1,4, \ldots, 3 k+1, \ldots\right\}, \\
\Omega_{2}=\left\{\frac{\mathfrak{p}}{\mathfrak{q}}: \mathfrak{p}=1,3,9, \ldots, \mathfrak{q}=2,5, \ldots, 3 k+2, \ldots\right\}, \\
\Omega_{3}=\{2 k: k \in \mathbb{N}\},
\end{gathered}
$$

and $\Omega=\Omega_{1} \cup \Omega_{2} \cup \Omega_{3}$. Let $\mathfrak{t}_{1} * \mathfrak{t}_{1}=\mathfrak{t}_{1} \mathfrak{t}_{2}$ for all $\mathfrak{t}_{1}, \mathfrak{t}_{2} \in[0,1]$ and $\digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, t\right)=\frac{t}{t+\left|\mathfrak{s}_{1}-\mathfrak{s}_{2}\right|^{n}}$ for all $\mathfrak{s}_{1}, \mathfrak{s}_{2} \in \Omega$ with $\alpha_{n}: \Omega \times \Omega \rightarrow[1, \infty)$ and $t>0$. Define $T: \Omega \longrightarrow \Omega$ by

$$
T_{\mathfrak{s}}= \begin{cases}\frac{3 \mathfrak{s}}{11}, & \mathfrak{s} \in \Omega_{1}, \\ \frac{5}{8}, & \mathfrak{s} \in \Omega_{2}, \\ 2 \mathfrak{s}, & \mathfrak{s} \in \Omega_{3},\end{cases}
$$

and $\alpha: \Omega^{2} \times(0, \infty) \rightarrow[0, \infty)$ by

$$
\alpha\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)= \begin{cases}1, & \mathfrak{s}_{1}, \mathfrak{s}_{2} \in \Omega_{1} \cup \Omega_{2} \\ 0, & \text { otherwise }\end{cases}
$$

If $\mathfrak{s}_{1}, \mathfrak{s}_{2} \in \Omega_{1}$, then

$$
\begin{aligned}
\left(\frac{1}{\digamma_{n}^{c}\left(T \mathfrak{s}_{1}, T \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right) & =\frac{\left|\frac{3 \mathfrak{s}_{1}}{11}-\frac{3 \mathfrak{s}_{2}}{11}\right|^{n}}{\mathfrak{t}}=\left(\frac{3}{11}\right)^{n} \frac{\left|\mathfrak{s}_{1}-\mathfrak{s}_{2}\right|^{n}}{\mathfrak{t}}=\left(\frac{3}{11}\right)^{n}\left(\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right) \\
& \leq\left(\frac{6}{11}\right)^{n}\left(\frac{1}{\digamma^{*}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right) .
\end{aligned}
$$

If $\mathfrak{s}_{1}, \mathfrak{s}_{2} \in \Omega_{2}$, then

$$
\begin{aligned}
\left(\frac{1}{\digamma_{n}^{c}\left(T \mathfrak{s}_{1}, T \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right) & =\frac{\mid \mathfrak{s}_{1}}{8}-\left.\frac{\mathfrak{s}_{2}}{8}\right|^{n} \\
\mathfrak{t} & =\left(\frac{1}{8}\right)^{n} \frac{\left|\mathfrak{s}_{1}-\mathfrak{s}_{2}\right|^{n}}{\mathfrak{t}}=\left(\frac{1}{8}\right)^{n}\left(\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right) \\
& \leq\left(\frac{6}{11}\right)^{n}\left(\frac{1}{\digamma^{*}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right)
\end{aligned}
$$

If $\mathfrak{s}_{1}, \mathfrak{s}_{2} \in \Omega_{3}$, then $\alpha\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=0$, and (3.1) trivially holds.
Now, if $\mathfrak{s}_{1} \in \Omega_{1}$ and $\mathfrak{s}_{2} \in \Omega_{2}$, then

$$
\left(\frac{1}{F_{n}^{c}\left(T \mathfrak{s}_{1}, T_{\mathfrak{s}_{2}}, \mathfrak{t}\right)}-1\right)=\frac{\left|\frac{3 \mathfrak{s}_{1}}{11}-\frac{\mathfrak{s}_{2}}{8}\right|^{n}}{\mathfrak{t}}=\left(\frac{3}{11}\right)^{n} \frac{\left|\mathfrak{s}_{1}-\frac{11}{24} \mathfrak{s}_{2}\right|^{n}}{\mathfrak{t}}
$$

So, if $\mathfrak{s}_{1}>\frac{11}{24} \mathfrak{s}_{2}$, then

$$
\begin{aligned}
\left(\frac{1}{\digamma_{n}^{c}\left(T \mathfrak{s}_{1}, T \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right) & =\left(\frac{3}{11}\right)^{n} \frac{\left|\mathfrak{s}_{1}-\frac{11}{24} \mathfrak{s}_{2}\right|^{n}}{\mathfrak{t}} \leq\left(\frac{3}{11}\right)^{n} \frac{\left|\mathfrak{s}_{1}-\frac{1}{8} \mathfrak{s}_{2}\right|^{n}}{\mathfrak{t}} \\
& \leq\left(\frac{6}{11}\right)^{n}\left[\frac{1}{2}\left(\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{1}, T_{\mathfrak{s}_{2}}, \mathfrak{t}\right)}-1\right)\right] \\
& =\left(\frac{6}{11}\right)^{n}\left[\frac{1}{2}\left(\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{1}, T \mathfrak{s}_{2}, \mathfrak{t}\right)}+1\right)-1\right] \\
& \leq\left(\frac{6}{11}\right)^{n}\left[\frac{1}{2}\left(\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{1}, T \mathfrak{s}_{2}, \mathfrak{t}\right)}+\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{2}, T \mathfrak{s}_{1}, \mathfrak{t}\right)}\right)-1\right] \\
& =\left(\frac{6}{11}\right)^{n}\left[\frac{1}{\frac{2 \digamma_{n}^{c}\left(\mathfrak{s}_{1}, T \mathfrak{s}_{2}, \mathfrak{t}\right) \digamma_{n}^{c}\left(\mathfrak{s}_{2}, T \mathfrak{s}_{1}, \mathfrak{t}\right)}{\digamma_{n}^{c}\left(\mathfrak{s}_{1}, T \mathfrak{s}_{2}, \mathfrak{t}\right)+\digamma_{n}^{c}\left(\mathfrak{s}_{2}, T \mathfrak{s}_{1}, \mathfrak{t}\right)}}-1\right] \\
& \leq\left(\frac{6}{11}\right)^{n}\left(\frac{1}{\digamma^{*}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right)
\end{aligned}
$$

and if $\mathfrak{s}_{1}<\frac{11}{24} \mathfrak{F}_{2}$, then

$$
\begin{aligned}
\left(\frac{1}{\digamma_{n}^{c}\left(T \mathfrak{s}_{1}, T \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right) & =\left(\frac{3}{11}\right)^{n} \frac{\left|\frac{11}{24} \mathfrak{s}_{2}-\mathfrak{s}_{1}\right|^{n}}{\mathfrak{t}} \leq\left(\frac{3}{11}\right)^{n} \frac{\left|\mathfrak{s}_{2}-\mathfrak{s}_{1}\right|^{n}}{\mathfrak{t}} \\
& =\left(\frac{3}{11}\right)^{n}\left(\frac{1}{\digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right) \leq\left(\frac{6}{11}\right)^{n}\left(\frac{1}{\digamma^{*}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right) .
\end{aligned}
$$

We see that $\left(\frac{1}{\kappa_{n}^{c}\left(T \mathfrak{s}_{1}, T_{\mathfrak{s}_{2}}, \mathfrak{t}\right)}-1\right) \leq\left(\frac{6}{11}\right)^{n}\left(\frac{1}{f^{*}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)}-1\right)$ for all $\mathfrak{s}_{1}, \mathfrak{s}_{2} \in \Omega_{1} \cup \Omega_{2}$. So, by definition of $\alpha$, we $\operatorname{get} \alpha\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)\left(\frac{1}{\kappa_{n}^{c}\left(T \mathfrak{s}_{1}, \mathcal{T}_{2}, \mathrm{t}\right)}-1\right) \leq\left(\frac{6}{11}\right)^{n}\left(\frac{1}{\kappa^{*}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathrm{t}\right)}-1\right)$ for all $\mathfrak{s}_{1}, \mathfrak{s}_{2} \in \Omega$. Thus, $T$ is a generalized $\alpha-\phi-$ fuzzy contractive mapping with $\phi(\mathfrak{t})=\left(\frac{6}{11}\right)^{n} \mathfrak{t}$. Also, for $\mathfrak{s}_{0}=1$, we have $\alpha\left(\mathfrak{s}_{0}, T_{\mathfrak{s}_{0}}, \mathfrak{t}\right)=\alpha\left(1, \frac{3}{11}, \mathfrak{t}\right)=$ 1. It is easy to check that $T$ is $\alpha$-admissible and the condition (iii) in Theorem (3.1) holds. So, by Theorem (3.1), $T$ has a fixed point, i-e $\mathfrak{s}=0$.

Theorem 3.2. Let $\alpha_{n}: \Omega \times \Omega \rightarrow[1, \infty)$ and $\left(\Omega, \digamma_{n}^{c}, \alpha_{n}, *\right)$ be a complete ( $F n C M S$ ) with

$$
\begin{equation*}
\lim _{\mathfrak{t} \rightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=1 \tag{3.8}
\end{equation*}
$$

Also let $T$ be a self-mapping on $\Omega$ satisfying:

$$
\begin{equation*}
\digamma_{n}^{c}\left(T_{\mathfrak{s}_{1}}, T_{\mathfrak{s}_{2}}, K \mathfrak{t}\right) \geq \digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right), \tag{3.9}
\end{equation*}
$$

for all $\mathfrak{s}_{1}, \mathfrak{s}_{2} \in \Omega$. Then the mapping $T$ has a unique fixed point in $\Omega$.
Proof. Let $\mathfrak{s}_{0} \in \Omega$ and the sequence $T_{\mathfrak{s}_{n}}=T^{n+1} \mathfrak{s}_{0}=\mathfrak{s}_{n+1}$. After routine steps, we have

$$
\begin{equation*}
\digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \mathfrak{t}\right) \geq \digamma_{n}^{c}\left(\mathfrak{s}_{0}, \mathfrak{s}_{1}, \frac{\mathfrak{t}}{K^{n}}\right) . \tag{3.10}
\end{equation*}
$$

Consider the sequence $\left\{\mathfrak{s}_{n}\right\}$ in $\Omega$, then
Case-1. When $p=2 \mathfrak{q}+1$ (odd), then by writing $\mathfrak{t}=\frac{(2 \mathfrak{q}+1) \mathfrak{t}}{2 \mathfrak{q}+1}=\frac{\mathfrak{t}}{2 \mathfrak{q}+1}+\frac{\mathfrak{t}}{2 \mathfrak{q}+1}+\ldots+\frac{\mathfrak{t}}{2 \mathfrak{q}+1}$, we have

$$
\begin{aligned}
& \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+2 \mathfrak{q}+1}, \mathfrak{t}\right) \\
& \geq \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}+1}}{\alpha_{1}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}\right)}\right) * \digamma_{n}^{c}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}+1}}{\alpha_{2}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}\right)}\right) \\
& * \digamma_{n}^{c}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}, \frac{\frac{t}{2 \mathfrak{q}+1}}{\alpha_{3}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}\right)}\right) * \ldots * \digamma_{n}^{c}\left(\mathfrak{s}_{n+2 \mathfrak{q}}, \mathfrak{s}_{n+2 \mathfrak{q}+1}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}+1}}{\alpha_{n}\left(\mathfrak{s}_{n+2 \mathfrak{q}}, \mathfrak{s}_{n+2 \mathfrak{q}+1}\right)}\right)
\end{aligned}
$$

using (3.10), we have

$$
\begin{aligned}
& \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+2 \mathfrak{q}+1}, \mathfrak{t}\right) \\
& \geq \digamma_{n}^{c}\left(\mathfrak{s}_{0}, \mathfrak{s}_{1}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}+1}}{\alpha_{1}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}\right) K^{n}}\right) * \digamma_{n}^{c}\left(\mathfrak{s}_{0}, \mathfrak{s}_{1}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{t}+1}}{\alpha_{2}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}\right) K^{n+1}}\right) \\
& * \digamma_{n}^{c}\left(\mathfrak{s}_{0}, \mathfrak{s}_{1}, \frac{\frac{t}{2 \mathfrak{q}+1}}{\alpha_{3}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}\right) K^{n+2}}\right) * \ldots * \digamma_{n}^{c}\left(\mathfrak{s}_{n+2 \mathfrak{q}}, \mathfrak{s}_{n+2 \mathfrak{q}+1}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}+1}}{\alpha_{n}\left(\mathfrak{s}_{n+2 \mathfrak{l}}, \mathfrak{s}_{n+2 \mathfrak{q}+1}\right) K^{n+2 \mathfrak{q}}}\right)
\end{aligned}
$$

applying limit $n \longrightarrow \infty$, we have

$$
\lim _{n \longrightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+2 \mathfrak{q}+1}, \mathfrak{t}\right) \geq 1 * 1 * 1 \ldots * 1=1
$$

Case-2. When $p=2 \mathfrak{q}$ (even), then by writing $\mathfrak{t}=\frac{(2 \mathfrak{q}) \mathfrak{t}}{2 q}=\frac{\mathfrak{t}}{2 \boldsymbol{q}}+\frac{\mathfrak{t}}{2 q}+\ldots+\frac{\mathfrak{t}}{2 q}$, we have

$$
\begin{aligned}
& \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+2 \mathfrak{q}}, \mathfrak{t}\right) \\
& \geq \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}}}{\alpha_{1}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}\right)}\right) * \digamma_{n}^{c}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}}}{\alpha_{2}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}\right)}\right) \\
& * \digamma_{n}^{c}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}, \frac{\frac{t}{2 q}}{\alpha_{3}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}\right)}\right) * \ldots * \digamma_{n}^{c}\left(\mathfrak{s}_{n+2 \mathfrak{q}-1}, \mathfrak{s}_{n+2 \mathfrak{q}}, \frac{\frac{t}{2 \mathfrak{q}}}{\alpha_{n}\left(\mathfrak{s}_{n+2 \mathfrak{l}-1}, \mathfrak{s}_{n+2 \mathfrak{q}}\right)}\right)
\end{aligned}
$$

using (3.10), we have

$$
\begin{aligned}
& \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+2 \mathfrak{q}}, \mathfrak{t}\right) \\
& \geq \digamma_{n}^{c}\left(\mathfrak{s}_{0}, \mathfrak{s}_{1}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}}}{\alpha_{1}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}\right) K^{n}}\right) * \digamma_{n}^{c}\left(\mathfrak{s}_{0}, \mathfrak{s}_{1}, \frac{\frac{\mathfrak{t}}{2 \mathfrak{q}}}{\alpha_{2}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}\right) K^{n+1}}\right) \\
& * \digamma_{n}^{c}\left(\mathfrak{s}_{0}, \mathfrak{s}_{1}, \frac{\frac{t}{2 \mathfrak{q}}}{\alpha_{3}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}\right) K^{n+2}}\right) * \ldots * \digamma_{n}^{c}\left(\mathfrak{s}_{n+2 \mathfrak{q}-1}, \mathfrak{s}_{n+2 \mathfrak{q}}, \frac{\frac{\mathfrak{t}}{2 q}}{\alpha_{n}\left(\mathfrak{s}_{n+2 \mathfrak{q}-1}, \mathfrak{s}_{n+2 \mathfrak{q}}\right) K^{n+2 \mathfrak{q}-1}}\right),
\end{aligned}
$$

applying limit $n \longrightarrow \infty$, we have

$$
\lim _{n \longrightarrow \infty} F_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+2 \mathfrak{q}+1}, \mathfrak{t}\right) \geq 1 * 1 * 1 \ldots * 1=1
$$

Thus in both cases, we have

$$
\lim _{n \rightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+p}, \mathfrak{t}\right)=1,
$$

showing $\left\{\mathfrak{s}_{n}\right\}$ is Cauchy in $\Omega$ and converges in $\Omega$, so

$$
\lim _{n \rightarrow \infty} \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}, \mathfrak{t}\right)=1
$$

Next to show that $\mathfrak{s}$ is the fixed point of $T$. Here again arises two cases:
Case-1. When $n=2 \mathfrak{q}+1$ is odd, then by writing $\mathfrak{t}=\frac{(2 \mathfrak{q}+1) \mathfrak{t}}{2 \mathfrak{q}+1}=\frac{\mathfrak{t}}{2 \mathfrak{q}+1}+\cdots \frac{\mathfrak{t}}{2 \mathfrak{q}+1}+\frac{\mathfrak{t}}{2 \mathfrak{q}+1}$, we have

$$
\begin{aligned}
& \digamma_{n}^{c}\left(\mathfrak{s}, T_{\mathfrak{s}, \mathfrak{t}}\right) \geq \digamma_{n}^{c}\left({\left.\mathfrak{s}, \mathfrak{s}_{n}, \frac{\mathfrak{t}}{(2 \mathfrak{q}+1) \alpha_{1}\left(\mathfrak{s}, \mathfrak{s}_{n}\right)}\right) * \digamma_{n}^{c}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}, \frac{\mathfrak{t}}{(2 \mathfrak{q}+1) \alpha_{2}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}\right)}\right)}\right. \\
& * \digamma_{n}^{c}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}, \frac{\mathfrak{t}}{(2 \mathfrak{q}+1) \alpha_{3}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}\right)}\right) * \cdots \\
& * \digamma_{n}^{c}\left(\mathfrak{s}_{2 \mathfrak{q}+1}, T_{\mathfrak{s},} \frac{\mathfrak{t}}{(2 \mathfrak{q}+1) \alpha_{n}\left(\mathfrak{s}_{2 \mathfrak{q}+1}, T_{\mathfrak{s})}\right.}\right) \\
& \geq \digamma_{n}^{c}\left(\mathfrak{s}, \mathfrak{s}_{n}, \frac{\mathfrak{t}}{(2 \mathfrak{q}+1) \alpha_{1}\left(\mathfrak{s}, \mathfrak{s}_{n}\right)}\right) * \digamma_{n}^{c}\left(T_{\mathfrak{s}_{n},}, T_{\mathfrak{s}_{n+1}}, \frac{\mathfrak{t}}{(2 \mathfrak{q}+1) \alpha_{2}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}\right)}\right) \\
& * \digamma_{n}^{c}\left(T_{\mathfrak{s}_{n+1}}, T_{\left.\mathfrak{s}_{n+2}, \frac{1}{(2 \mathfrak{q}+1) \alpha_{3}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}\right)}\right) * \cdots}\right. \\
& * \digamma_{n}^{c}\left(T_{\left.\mathfrak{s}_{2 \mathfrak{q}}, T \mathfrak{s}, \frac{\mathfrak{t}}{(2 \mathfrak{q}+1) \alpha_{n}\left(\mathfrak{s}_{2 \mathfrak{q}+1}, T_{\mathfrak{s})}\right)}\right)}\right. \\
& \geq \digamma_{n}^{c}\left(\mathfrak{s}, \mathfrak{s}_{n}, \frac{\mathfrak{t}}{(2 \mathfrak{q}+1) \alpha_{1}\left(\mathfrak{s}, \mathfrak{s}_{n}\right)}\right) * \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \frac{\mathfrak{t}}{(2 \mathfrak{q}+1) \alpha_{2}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}\right) K}\right) \\
& * \digamma_{n}^{c}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}, \frac{\left.\mathfrak{s}, \frac{\mathfrak{t}}{(2 \mathfrak{q}+1) \alpha_{3}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}\right) K}\right) * \cdots}{(2 \mathfrak{q}+1) \alpha_{n}\left(\mathfrak{s}_{2 \mathfrak{q}+1}, T_{\mathfrak{s}}\right) K}\right) \\
& \longrightarrow 1 * 1 * 1=1,
\end{aligned}
$$

as $n \rightarrow \infty$.
Case-2. When $n=2 \mathfrak{q}$ is even, then by writing $\mathfrak{t}=\frac{(2 \mathfrak{q}) \mathfrak{t}}{2 \mathfrak{q}}=\frac{\mathfrak{t}}{2 \mathfrak{q}}+\cdots \frac{\mathfrak{t}}{2 \mathfrak{q}}+\frac{\mathfrak{t}}{2 \mathfrak{q}}$, we have

$$
\begin{aligned}
\digamma_{n}^{c}(\mathfrak{s}, T \mathfrak{s}, \mathfrak{t}) & \geq \digamma_{n}^{c}\left(\mathfrak{s}, \mathfrak{s}_{n}, \frac{\mathfrak{t}}{(2 \mathfrak{q}) \alpha_{1}\left(\mathfrak{s}, \mathfrak{s}_{n}\right)}\right) * \digamma_{n}^{c}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}, \frac{\mathfrak{t}}{(2 \mathfrak{q}) \alpha_{2}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}\right)}\right) \\
& * \digamma_{n}^{c}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}, \frac{\mathfrak{t}}{(2 \mathfrak{q}) \alpha_{3}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}\right)}\right) * \cdots \\
& * \digamma_{n}^{c}\left(\mathfrak{s}_{2 \mathfrak{q}}, T_{\mathfrak{s},} \frac{\mathfrak{t}}{(2 s) \alpha_{n}\left(\mathfrak{s}_{2 \mathfrak{q}}, T_{\mathfrak{s})}\right.}\right) \\
& \geq \digamma_{n}^{c}\left(\mathfrak{s}, \mathfrak{s}_{n}, \frac{\mathfrak{t}}{(2 \mathfrak{q}) \alpha_{1}\left(\mathfrak{s}, \mathfrak{s}_{n}\right)}\right) * \digamma_{n}^{c}\left(T_{\mathfrak{s}_{n}}, T_{\mathfrak{s}_{n+1}}, \frac{\mathfrak{t}}{(2 \mathfrak{q}) \alpha_{2}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}\right)}\right) \\
& * \digamma_{n}^{c}\left(T_{\mathfrak{s}_{n+1}}, T_{\left.\mathfrak{s}_{n+2}, \frac{1}{(2 \mathfrak{q}) \alpha_{3}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}\right)}\right) * \cdots}\right. \\
& * \digamma_{n}^{c}\left(T_{\mathfrak{s}_{2 \mathfrak{q}}-1}, T_{\left.\mathfrak{s}, \frac{1}{(2 \mathfrak{q}) \alpha_{n}\left(\mathfrak{s}_{2 \mathfrak{q}}, T_{\mathfrak{s}}\right)}\right)}\right. \\
& \geq \digamma_{n}^{c}\left(\mathfrak{s}, \mathfrak{s}_{n}, \frac{\mathfrak{t}}{(2 \mathfrak{q}) \alpha_{1}\left(\mathfrak{s}, \mathfrak{s}_{n}\right)}\right) * \digamma_{n}^{c}\left(\mathfrak{s}_{n}, \mathfrak{s}_{n+1}, \frac{\mathfrak{t}}{(2 \mathfrak{q}) \alpha_{2}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}\right) K}\right)
\end{aligned}
$$

$$
\begin{aligned}
& * \digamma_{n}^{c}\left(\mathfrak{s}_{n+1}, \mathfrak{s}_{n+2}, \frac{\mathfrak{t}}{(2 \mathfrak{q}) \alpha_{3}\left(\mathfrak{s}_{n+2}, \mathfrak{s}_{n+3}\right) K}\right) * \cdots \\
& * \digamma_{n}^{c}\left(\mathfrak{s}_{2 \mathfrak{q}-1}, \mathfrak{s}, \frac{\mathfrak{t}}{(2 \mathfrak{q}) \alpha_{n}\left(\mathfrak{s}_{2 \mathfrak{q}}, T \mathfrak{s}\right) K}\right) \\
& \longrightarrow 1 * 1 * 1=1,
\end{aligned}
$$

as $n \rightarrow \infty$, hence in either case, $\mathfrak{s}$ is the fixed point of $T$.
Uniqueness: Assume $T \mathfrak{s}^{\prime}=\mathfrak{s}^{\prime}$ for any other $\mathfrak{s}^{\prime} \in \Omega$, then

$$
\digamma_{n}^{c}\left(\mathfrak{s}, \mathfrak{s}^{\prime}, \mathfrak{t}\right)=\digamma_{n}^{c}\left(T_{\mathfrak{s},}, T_{\mathfrak{s}^{\prime}}, \mathfrak{t}\right) \geq \digamma_{n}^{c}\left(\mathfrak{s}, \mathfrak{s}^{\prime}, \frac{\mathfrak{t}}{K}\right),
$$

which shows the uniqueness of $\mathfrak{s}$.
Example 3.5. Let $\Omega=[0,1]$ and $\alpha_{i}: \Omega \times \Omega \longrightarrow\left[1, \frac{1}{K}\right)(1 \leq i \leq n)$. Define a $(\operatorname{FnCMS})\left(\Omega, \digamma_{n}^{c}, \alpha_{n}, *\right)$ as

$$
\digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right)=\exp ^{-\frac{\left(\mathfrak{s}_{1}-\mathfrak{s}_{2}\right)^{n}}{\mathfrak{t}}},
$$

with product $t$-norm. Further let $T: \Omega \longrightarrow \Omega$ be defined as $T_{\mathfrak{s}}=1-\frac{\mathfrak{s}}{3}$.
Now

$$
\begin{aligned}
\digamma_{n}^{c}\left(T_{\mathfrak{s}_{1}}, T_{\mathfrak{s}_{2}}, K \mathfrak{t}\right) & =\exp ^{-\frac{\left(T_{\mathfrak{s}_{1}}-T_{\left.\mathfrak{s}_{2}\right)^{n}}\right.}{K \mathfrak{t}},} \\
& =\exp ^{-\frac{\left(1-\frac{\mathfrak{s}_{1}}{3}-1+\frac{\mathfrak{s}_{2}}{3}\right)^{n}}{K \mathfrak{t}},}, \\
& =\exp ^{-\frac{\left(\mathfrak{s}_{1}-\mathfrak{s}_{2}\right)^{n}}{3^{n} K \mathfrak{t}},} \\
& \geq \exp ^{-\frac{\left(\mathfrak{s}_{1}-\mathfrak{s}_{n}\right)^{n}}{\mathfrak{t}},} \\
& =\digamma_{n}^{c}\left(\mathfrak{s}_{1}, \mathfrak{s}_{2}, \mathfrak{t}\right) .
\end{aligned}
$$

By Theorem (3.2), $T$ has a unique fixed point, here $\mathfrak{s}=\frac{3}{4}$.

## 4. Application to Fractional Differential Equations

Fractional calculus has brought many significant improvements in scientific research. It deals with the variable derivative that gives more accuracy and helps to make models of mathematical problems. Whereas an ordinary derivative was not so good in this regard because it deals with integer order derivatives. The main idea of fractional derivatives and integrals is usually associated with Liouville. However, mathematicians had already studied derivatives containing fractional order. Fractional calculus was the subject of Leibnitz's study. Later, Euler also made a contribution to it. Liouville, Reimann, Abel, Litnikov, Hadamard, Weyl, and many other mathematicians from past and present have made
significant improvements in the study of fractional calculus and now it is a symbolic topic in mathematics. This section is devoted to prove the uniqueness of the solution of the following fractional differential equation consisting of Caputo fractional derivative

$$
\begin{equation*}
D_{0+}^{\delta} \nu(\xi)+g(\xi, \nu(\xi))=0,0<\xi<1 \tag{4.1}
\end{equation*}
$$

where, $1<\delta \leq 2, \nu(0)+\nu^{\prime}(0)=0, \nu(1)+\nu^{\prime}(1)=0$ are the boundary conditions with $g:[0,1] \times$ $[0, \infty) \longrightarrow[0, \infty)$ being continuous. Define a complete (FnCMS) $\left(\Omega, \digamma_{n}^{c}, \alpha_{n}, *\right)$ on $\Omega=C([0,1], \mathbb{R})$ as

$$
\digamma_{n}^{c}(\nu, \mu, t)=\exp -\frac{\sup _{\xi \in[0,1]}|\nu(\xi)-\mu(\xi)|^{n}}{t}
$$

for all $\nu, \mu \in \Omega, t>0$, where $t_{1} * t_{2}=t_{1} t_{2}$. Note that $\nu \in \Omega$ solves (4.1) whenever $\nu \in \Omega$ is the solution of

$$
\begin{aligned}
\nu(\xi) & =\frac{1}{\Gamma(\delta)} \int_{0}^{1}(1-\zeta)^{\delta-1}(1-\xi) g(\zeta, \nu(\zeta)) d \zeta+\frac{1}{\Gamma(\delta-1)} \int_{0}^{1}(1-\zeta)^{\delta-2}(1-\xi) g(\zeta, \nu(\zeta)) d \zeta \\
& +\frac{1}{\Gamma(\delta)} \int_{0}^{\xi}(\xi-\zeta)^{\delta-1} g(\zeta, \nu(\zeta)) d \zeta
\end{aligned}
$$

Theorem 4.1. Consider the operator $H: \Omega \longrightarrow \Omega$ as:

$$
\begin{aligned}
H \nu(\xi) & =\frac{1}{\Gamma(\delta)} \int_{0}^{1}(1-\zeta)^{\delta-1}(1-\xi) g(\zeta, \nu(\zeta)) d \zeta+\frac{1}{\Gamma(\delta-1)} \int_{0}^{1}(1-\zeta)^{\delta-2}(1-\xi) g(\zeta, \nu(\zeta)) d \zeta \\
& +\frac{1}{\Gamma(\delta)} \int_{0}^{\xi}(\xi-\zeta)^{\delta-1} g(\zeta, \nu(\zeta)) d \zeta
\end{aligned}
$$

suppose the conditions:
(i) for all $\nu, \mu \in \Omega, g:[0,1] \times[0, \infty) \longrightarrow[0, \infty)$, satisfies

$$
|g(\zeta, \nu(\zeta))-g(\zeta, \mu(\zeta))| \leq K^{\frac{1}{n}}|\nu(\zeta)-\mu(\zeta)|,
$$

(ii)

$$
\sup _{\xi \in(0,1)}\left|\frac{1-\xi}{\Gamma(\delta+1)}+\frac{1-\xi}{\Gamma(\delta)}+\frac{\xi^{\delta}}{\Gamma(\delta+1)}\right|^{n}=\eta<1,
$$

holds. Then equation (4.1) has a unique solution.
Proof. Let $\nu, \mu \in \Omega$ and consider

$$
\begin{aligned}
|H \nu(\xi)-H \mu(\xi)|^{n} & =\left\lvert\, \frac{1}{\Gamma(\delta)} \int_{0}^{1}(1-\zeta)^{\delta-1}(1-\xi)(g(\zeta, \nu(\zeta)-g(\zeta, \mu(\zeta)))) d \zeta\right. \\
& +\frac{1}{\Gamma(\delta-1)} \int_{0}^{1}(1-\zeta)^{\delta-2}(1-\xi)(g(\zeta, \nu(\zeta)-g(\zeta, \mu(\zeta)))) d \zeta \\
& +\left.\frac{1}{\Gamma(\delta)} \int_{0}^{\xi}(\xi-\zeta)^{\delta-1}(g(\zeta, \nu(\zeta))-g(\zeta, \mu(\zeta))) d \zeta\right|^{n}
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left(\frac{1}{\Gamma(\delta)} \int_{0}^{1}(1-\zeta)^{\delta-1}(1-\xi)|g(\zeta, \nu(\zeta)-g(\zeta, \mu(\zeta)))| d \zeta\right. \\
& +\frac{1}{\Gamma(\delta-1)} \int_{0}^{1}(1-\zeta)^{\delta-2}(1-\xi)|g(\zeta, \nu(\zeta)-g(\zeta, \mu(\zeta)))| d \zeta \\
& \left.+\frac{1}{\Gamma(\delta)} \int_{0}^{\xi}(\xi-\zeta)^{\delta-1}|g(\zeta, \nu(\zeta))-g(\zeta, \mu(\zeta))| d \zeta\right)^{n} \\
& \leq\left(\frac{1}{\Gamma(\delta)} \int_{0}^{1}(1-\zeta)^{\delta-1}(1-\xi) K^{\frac{1}{n}}|\nu(\zeta)-\mu(\zeta)| d \zeta\right. \\
& +\frac{1}{\Gamma(\delta-1)} \int_{0}^{1}(1-\zeta)^{\delta-2}(1-\xi) K^{\frac{1}{n}}|\nu(\zeta)-\mu(\zeta)| d \zeta \\
& \left.+\frac{1}{\Gamma(\delta)} \int_{0}^{\xi}(\xi-\zeta)^{\delta-1} K^{\frac{1}{n}}|\nu(\zeta)-\mu(\zeta)| d \zeta\right)^{n} \\
& =K|\nu(\xi)-\mu(\xi)|^{n}\left(\frac{1}{\Gamma(\delta)} \int_{0}^{1}(1-\zeta)^{\delta-1}(1-\xi) d \zeta\right. \\
& \left.+\frac{1}{\Gamma(\delta-1)} \int_{0}^{1}(1-\zeta)^{\delta-2}(1-\xi) d \zeta+\frac{1}{\Gamma(\delta)} \int_{0}^{\xi}(\xi-\zeta)^{\delta-1} d \zeta\right)^{n} \\
& =K|\nu(\xi)-\mu(\xi)|^{n}\left(\frac{1-\xi}{\Gamma(\delta+1)}+\frac{1-\xi}{\Gamma(\delta)}+\frac{\xi^{\delta}}{\Gamma(\delta+1)}\right)^{n} \\
& \leq K|\nu(\xi)-\mu(\xi)|^{n} \sup _{\xi \in(0,1)}\left(\frac{1-\xi}{\Gamma(\delta+1)}+\frac{1-\xi}{\Gamma(\delta)}+\frac{\xi}{\Gamma(\delta+1)}\right)^{n} \\
& =\eta \cdot K|\nu(\xi)-\mu(\xi)|^{n} \\
& \leq K|\nu(\xi)-\mu(\xi)|^{n},
\end{aligned}
$$

so, we have

$$
|H \nu(\xi)-H \mu(\xi)|^{n} \leq K|\nu(\xi)-\mu(\xi)|^{n},
$$

i-e

$$
\begin{aligned}
-\frac{\sup _{\xi \in[0,1]}|H \nu(\xi)-H \mu(\xi)|^{n}}{K t} & \geq-\frac{\sup _{\xi \in[0,1]}|\nu(\xi)-\mu(\xi)|^{n}}{t}, \\
\exp \left(-\frac{\sup _{\xi \in[0,1]}|H \nu(\xi)-H \mu(\xi)|^{n}}{K t}\right) & \geq \exp \left(-\frac{\sup _{\xi \in[0,1]}|\nu(\xi)-\mu(\xi)|^{n}}{t}\right),
\end{aligned}
$$

thus, we have

$$
\digamma_{n}^{c}(H \nu(\xi), H \mu(\xi), K t) \geq \digamma_{n}^{c}(\nu(\xi), \mu(\xi), t),
$$

from Theorem 3.2, the equation (4.1) has a unique solution.

## 5. Conclusion

We introduced the concept of (FnCMS) that extends numerous metric spaces in fuzzy literature. Examples are given that justify and support definitions and main results. Utilizing generalized $\alpha-$ $\phi$-contraction we have to find fixed points. The Banach fixed point in the settings of (FnCMS) has also been proved. We discussed the topological properties and proved a (FnCMS) is not Hausdorff. Finally, an application is provided for a fractional differential equation that shows the uniqueness of the solution. Our new concepts can further be employed in different directions in the literature. Significantly, one can apply these results to the system of fractional differential equations [44] and to the generalized stochastic functional equation emerging in the psychological theory of learning [45].
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