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Abstract. This paper focuses on capital allocation using the Euler principle with Expectiles as risk

measures. We delve into the allocation composition across various actuarial models, examining the

influence of dependence through copulas, and studying the case of comonotonicity. Additionally, we

provide expressions for marginal contributions related to some of the models under investigation.

Introduction

Capital allocation is a crucial issue for insurance groups due to its significant impact on financial

results. Once the solvency capital is determined using risk aggregation methods, it needs to be

allocated across different business lines. In the context of dependent risk processes X = (X1, . . . , Xd),

the determination of solvency capital is based on studying the stochastic behavior of the aggregated

claim amount S = X1 + · · ·+Xd . Capital allocation involves determining the portion of the obtained

economic capital that will be assigned to each risk Xi , where i = 1, . . . , d . The choices made

for modeling dependence will inevitably influence the allocation contributions. This process typically

follows a top-down approach. We assume a multivariate model for the risk vector X, select a risk

measure to assess the solvency capital based on the distribution of the sum S and employ an allocation

method to determine the marginal contribution of each risk to this capital.

Several methods for allocating economic capital have been proposed in the literature. One of the

most well-known principles is Euler’s method, also referred to as the gradient method. Based on

Euler’s principle, allocation rules can be derived using any homogeneous risk measure. There is a

wealth of literature on VaR and TVaR allocation rules, which includes expressions for contributions in

Received: Jun. 11, 2023.

2020 Mathematics Subject Classification. 62H00, 62H05, 62P05, 91B05, 91B30, 91G05.
Key words and phrases. risk management; risk theory; dependence modeling; capital allocation; expectiles; elicitability;

copulas.

https://doi.org/10.28924/2291-8639-21-2023-79
ISSN: 2291-8639

© 2023 the author(s).

https://doi.org/10.28924/2291-8639-21-2023-79


2 Int. J. Anal. Appl. (2023), 21:79

various cases. These studies examine the impact of dependence on allocation and provide concrete

examples. For further reading, refer to Tasche (2000) [20], Bargès et al. (2009) [2], or Cossette et

al. (2012) [8].

The significance of VaR and TVaR-based allocation rules stems directly from the practical interest

in VaR and TVaR as commonly used risk measures. However, VaR is a non-coherent measure with

respect to coherence, as defined by Artzner et al. (1999) [1], making VaR-based capital allocation

subject to criticism for the same reason. On the other hand, the coherence of TVaR naturally

lends greater importance to allocation rules based on it. Nevertheless, recent works in risk theory

highlight the non-elicitability of TVaR, making direct backtesting of TVaR a challenging task (Gneiting,

2011 [13]; Bellini and Bignozzi, 2015 [3]). This verdict inevitably affects the performance of an

allocation constructed using the TVaR rule.

Bellini and Bignozzi (2015) [3] show that expectiles of level α ∈ [1/2, 1[ are the only law-invariant

risk measures that are both elicitable and coherent. This property makes expectiles a perfect candidate

for constructing capital allocation. Emmer et al. (2015) [11] derived a general formula for contri-

butions in a capital allocation based on expectiles. In this paper, we focus on expectile-based capital

allocation. Our main objective is to closely examine the allocation composition for some common risk

models and analyze its differences with the TVaR allocation rule.

The paper is organized into 6 sections. Section 1 provides a review of Euler’s allocation principle

and its application to derive allocation rules from homogeneous risk measures, particularly the Wang

measures family. It also provides a brief introduction to expectiles as risk measures and recalls the

expectile-based allocation rule. We offer an economic interpretation of this rule and compare it

to TVaR allocation. In Section 2, we examine capital allocation for various independent models.

Sections 3 and 4 focus on the allocation composition for exponential combinations and mixture models,

respectively. Section 5 examines the case of perfect dependence. The final section presents numerical

illustrations.

1. Expectile-based capital allocation

This section is dedicated to the presentation of the allocation method. Firstly, we provide a

reminder of the Euler allocation principle, followed by the presentation of the allocation rule derived

from expectile risk measures. An economic interpretation of the resulting rule is provided, along with

an initial comparison to the TVaR-based allocation rule. Euler’s capital allocation method is studied

in Tasche (2007) [22] and Tasche (2008) [23]. This technique is based on the concept of allocating

capital based on the infinitesimal marginal impact of each risk, which represents the reduction in

overall risk resulting from an infinitely small decrement in risk Xi .
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We denote the contribution of risk Xi to the overall risk as ρ(Xi |S). This contribution can be

obtained using Euler’s principle:

ρ(Xi |S) = lim
h→0

ρ(S)− ρ(S − hXi)
h

.

Using Euler’s allocation principle, it is possible to construct an allocation rule with any homogeneous

risk measure. We provide a reminder of the definitions of the commonly used risk measures: Value at

Risk (VaR) and Tail Value at Risk (TVaR).

The VaR risk measure of level α is defined for any random variable X as:

V aRα(X) = inf{x ∈ R : P(X ≤ x) ≥ α} = inf{x ∈ R : FX(x) ≥ α} = F−1
X (α),

where FX denotes the cumulative distribution function (CDF) of X. This represents the quantile of

the same level.

The TVaR of level α is defined as the mean of VaRs exceeding V aRα(X):

TV aRα(X) =
1

1− α

∫ 1

α

V aRµ(X)d¯.

The well-known VaR-based and TVaR-based allocations are examples of rules obtained from this

method. The risk contribution of each risk in the overall risk using the VaR-based allocation rule is

given by:

V aR(Xi |S) = E[Xi |S = V aRα(S)].

For continuous distributions, the expression for the risk contribution using the TVaR risk measure and

Euler’s method is:

TV aR (Xi |S) =
E[Xi |S > V aRα(S)]

1− α .

Euler’s method has been extensively studied in the literature on capital allocation in the past decade. Its

properties, such as coherence and compatibility with Risk-Adjusted Return on Capital (RORAC), have

been analyzed in numerous works under various assumptions. Examples include Balog (2011) [26],

Tasche (2000) [20], and Tasche (2004) [21]. The economic interpretation of Euler’s method provides

a relevant solution to the capital allocation problem and explains its popularity in actuarial practice.

The composition of VaR-based capital allocation has been studied for several risk models in Marceau

(2013) [28]. The TVaR-based allocation rule has been explored in Bargès et al. (2009) [2] and

Cossette et al. (2012) [8].

Elicitability is a desirable statistical property for risk measures. According to Bellini and Bignozzi

(2015) [3], a risk measure ρ is said to be elicitable in respect to the class P if there exists a scoring

function S : R2 → R+ such that

ρ(P) = arg min
x∈R

∫
S(x, y)dP(y), ∀P ∈ P.

They demonstrate in the same paper that expectiles are the only risk measures that are both coherent

and elicitable.
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Expectiles were introduced in the context of statistical regression models by Newey and Powell (1987)

[15]. For a random variable X with finite second moment, the expectile of level α is defined as follows:

eα(X) = arg min
x∈R
E[α(X − x)2

+ + (1− α)(x −X)2
+], (1.1)

where (x)+ = max(x, 0).

Bellini et al. (2014) [5] introduced generalized quantile risk measures, which encompass expectiles

and are defined as the minimizers of an asymmetric error given by:

xα(X) = arg min
x∈R

{αE[Φ+((X − x)+)] + (1− α)E[Φ−((X − x)−)]},

where Φ+ and Φ− are convex scoring functions. Expectiles correspond to the case when Φ+(x) =

Φ−(x) = x2. Maume-Deschamps et al. (2017) [17] introduced multivariate extensions of expectile

risk measures.

Expectiles are inherently elicitable. They are coherent for all α > 1/2. Expectiles can also be

defined equivalently for any random variable with a finite first-order moment as the unique solution to

the following equation:

αE[(X − x)+] = (1− α)E[(x −X)+]. (1.2)

The properties of expectile risk measures have been studied in several papers, including [11] and [4].

The asymptotic behavior of expectiles is examined in [4], and the second-order behavior is analyzed

in [16]. Extremes for multivariate expectiles are investigated in [18].

In this paper, our focus is on Euler’s capital allocation rule based on expectiles. Emmer et al.

(2015) [11] showed that the contribution of risk Xi to the sum S =
∑d
`=1X` is given by Definition 1.1.

Definition 1.1 (Expectile-based capital allocation). The marginal contribution of a risk Xi to an

aggregated risk S =
∑d
`=1X` using expectiles is given by

eα(Xi |S) =
αE
[
Xi11{S>eα(S)}

]
+ (1− α)E

[
Xi11{S<eα(S)}

]
αP (S > eα(S)) + (1− α)P (S < eα(S))

, (1.3)

for α ∈ [1/2, 1[.

To provide an economic interpretation of the capital allocation rule defined in Definition 1.1, let αs

denote the percentage given by

αs =
αP (S > eα(S))

αP (S > eα(S)) + (1− α)P (S < eα(S))
.

The contribution eα(Xi |S) can then be expressed as

eα(Xi |S) = αs E [Xi |S > eα(S)]︸ ︷︷ ︸
T−

+(1− αs)E [Xi |S < eα(S)]︸ ︷︷ ︸
T+

.

Hence, the allocation can be interpreted as a linear combination of the marginal contribution in

exceeding the overall expectile in a ruin scenario (T−) and the marginal contribution in achieving
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overall solvency from an expectile perspective (T+). This allocation rule takes into account not only

the marginal participation in negative global scenarios, as in the case of TVaR allocation, but also the

participation in overall performance.

In order to clarify the relationship between the expectile-based allocation and the TVaR-based

allocation, we can express equation (1.3) in the following form:

eα(Xi |S) =
(2α− 1)(1− β)

(2α− 1)(1− β) + (1− α)
TV aRβ (Xi |S) +

(1− α)

(2α− 1)(1− β) + (1− α)
E [Xi ] ,

where β = FS(eα(S)). The allocation using expectiles can be seen as a transformation of the

TVaR-based rule with a safety margin percentage. This transformation involves adjusting the TVaR

level (eα −→ TV aRβ) as well as the composition, using a linear convex combination between the

contribution based on TV aRβ and the contribution based on E [Xi ].

In a financial context, when the random variables represent P&L (Profit and Loss), an economic

interpretation of the allocation contributions can be derived from the following expression:

eα(Xi |S) =
α(1− β)

α(1− β) + (1− α)β
TV aRβ (Xi |S)−

(1− α)β

α(1− β) + (1− α)β
TV aR1−β (−Xi | − S) .

This expression corresponds to a linear combination of the marginal participation in the global profits,

measured by TV aRβ, and the marginal participation in the global losses, measured by TV aR1−β.

Thus, the allocation rule considers both the positive and negative aspects of the P&L, taking into

account the contributions to the overall profitability and loss.

We can also express the contribution eα(Xi |S) as follows:

eα(Xi |S) =
αE
[
Xi11{S>eα(S)}

]
+ (1− α)E

[
Xi11{S<eα(S)}

]
αE
[
S11{S>eα(S)}

]
+ (1− α)E

[
S11{S<eα(S)}

] eα(S), (1.4)

since the expectile eα(S) satisfies

eα(S) =
αE
[
S11{S>eα(S)}

]
+ (1− α)E

[
S11{S<eα(S)}

]
αP (S > eα(S)) + (1− α)P (S < eα(S))

.

The allocation percentage eα(Xi |S)/eα(S) can be directly obtained from (1.4).

The expectile capital allocation is trivially additive, as stated in (1.4):

d∑
i=1

eα(Xi |S) = eα

(
d∑
i=1

Xi

)
.

Moreover, it is a neutral allocation, since

∃Ci ∈ R, Xi = Ci a.s ⇒ eα(Xi |S) = Ci .

The allocation is sub-additive, as for any subsets A ⊆ 1, . . . , d , we have

eα(
∑
`∈A

X`|S) =
∑
`∈A

eα(X`|S),

which is also the case for VaR and TVaR-based allocation rules.
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In the rest of this article, we will focus on analyzing the behavior of the contributions provided by

the expectile-based allocation rule. We will examine the impact of dependence using different families

of models.

2. Some bivariate independent models

This section presents a study of the expectile-based allocation rule in the case of independence.

The main objective of this part is to highlight the impact of the nature of the marginal distributions

on the allocation contributions.

2.1. Bivariate independent exponential model. We consider a bivariate independent exponential

random vector (X1, X2) with Xi ∈ E(βi), i ∈ {1, 2}. We denote by S the aggregated sum of risks

X1 + X2. In the case where β1 = β2, the allocation is trivial eα(X1|S) = eα(X2|S) = eα(S)/2.

Proposition 2.1 provides the expressions for the allocation contributions.

Proposition 2.1 (Expectile-based allocation, EI Model). According to the expectile allocation rule,

the contribution from the risk Xi is

eα (Xi |S) =
(2α− 1)βiξ (s∗;βi , β3−i) + (1− α)

(2α− 1)H̄ (s∗;β1, β2) + (1− α)

1

βi
,

where s∗ is the unique solution to the following equation

(2α− 1)
[
ζ (s;β1, β2)− sH̄ (s;β1, β2)

]
= (1− α)

[
s −

1

β1
−

1

β2

]
,

where H̄, ζ, ξ are defined as follows

H̄
(
x ;βi , βj

)
=


e−βx

∑2−1
`=0

(βx)`

`! , βi = βj = β∑2
k=1

(
2∏

`=1,` 6=k

β`
β`−βk

)
e−βkx , βi 6= βj

,

ζ (x ;β1, β2) =


2
β

(
e−βx

∑2
`=0

(βx)`

`!

)
, βi = βj = β∑2

k=1

(
2∏

`=1,` 6=k

β`
β`−βk

)(
xe−βkx + e−βk x

βk

)
, βi 6= βj

,

and

ξ
(
x ;βi , βj

)
=


1
β H̄ (x ; 3, β) , βi = βj = β

βje
−βi x

(
x+ 1

βi

)
(βj−βi)

−
(

βje
−βi x

(βi−βj)
2 − βie

−βj x

(βi−βj)
2

)
, βi 6= βj

.

Proof. From the expectile definition (1.2), eα(S) is the unique solution to the equation:

αE[(S − s)+] = (1− α)E[(s − S)+],

which can be written as:

(2α− 1)E[(S − s)+] = (1− α) (s − E[S]) ,



Int. J. Anal. Appl. (2023), 21:79 7

and from Equation 1.3, the contribution eα (Xi |S) can be written as:

eα(Xi |S) =
(2α− 1)E

[
Xi11{S>eα(S)}

]
+ (1− α)E [Xi ]

(2α− 1)P (S > eα(S)) + (1− α)
,

then, the expressions are obtained straightforwardly from their definition using

FS (x) = H (x ;β1, β2) =


1− e−βx

∑2−1
j=0

(βx)j

j! , β1 = β2 = β∑2
i=1

(
2∏

j=1,j 6=i

βj
βj−βi

)(
1− e−βix

)
, β1 6= β2

,

E
[
S × 11{S>x}

]
= ζ (x ;β1, β2) =


2
β

(
e−βx

∑2
j=0

(βx)j

j!

)
, β1 = β2 = β∑2

i=1

(
2∏

j=1,j 6=i

βj
βj−βi

)(
xe−βix + e−βi x

βi

)
, β1 6= β2

,

and

E
[
X1 × 11{S>x}

]
= ξ (x ;β1, β2) =


1
β H̄ (x ; 3, β) , β1 = β2 = β

β2e
−β1x

(
x+ 1

β1

)
(β2−β1) −

(
β2e

−β1x

(β1−β2)2 − β1e
−β2x

(β1−β2)2

)
, β1 6= β2

.

�

In this model, the random variable S follows an Erlang-2 distribution if β1 = β2 = β and a

generalized Erlang distribution if β1 6= β2.

Proposition 2.1 can be generalized in the case of higher dimension d > 2 and different distribution

parameters. In fact, let X1, X2, . . . , Xd be independent exponential random variables with respective

parameters 0 < β1 < β2 < · · · < βd . We denote by S the aggregated sum of risks Xi , i = 1, . . . , d .

Since Xi ∼ E(βi) for all i ∈ 1, . . . , d , we have

F̄S(s) = H̄S(s, β1, . . . , βd) =

d∑
`=1

 d∏
j=1,j 6=`

βj
βj − β`

 e−β`s , ∀ s ∈ R+,

which represents the distribution function of the Generalized Erlang distribution.

On the other hand, the sum’s expectile eα(S) is the unique solution to the equation:

αE[(S − s)+] = (1− α)E[(S − s)−],

This equation can be rewritten as:

s = E[S] +
2α− 1

1− α E[(S − s)+].

Since

E[(S − s)+] =

∫ +∞

s

F̄S(s)dt =

d∑
`=1

A`
β`
e−β`s ,
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where A` =

d∏
j=1,j 6=`

βj
βj − β`

, ∀` ∈ {1, . . . , d}, we can express eα(S) as the unique solution to the

equation:

s =

d∑
`=1

1

β`

(
1 +

2α− 1

1− α A`e
−β`s

)
. (2.1)

We observe that Xi and S(−i) =
∑d
`=1,` 6=1X` are independent. Since S(−i) is also the sum of

exponentially independent random variables, its probability density function can be expressed as:

f
(−i)
S (s) =

d∑
`=1,` 6=i

 d∏
j=1,j 6=`,j 6=i

βj
βj − β`

β`e−β`s =

d∑
`=1,` 6=i

A`
β`
βi

(βi − β`)e−β`s , ∀ s ∈ R+.

This expression is used to calculate:

E
[
Xi × 11{S>x}

]
= ξi (x ;β1, . . . , βd) =

d∑
`=1,` 6=i

A`
βi − β`

[
e−β`x − e−βix

(
1 + x +

1

βi

)]
.

Finally, the allocation contributions in this case are given by

eα (Xi |S) =
(2α− 1)βiξi (s∗;β1, . . . , βd) + (1− α)

(2α− 1)H̄ (s∗;β1, . . . , βd) + (1− α)

1

βi
,

where s∗ is the unique solution to Equation (2.1).

Note that in the particular case where β1 = β2 = · · · = βd , we have

eα (Xi |S) = eα(S)/d, ∀i ∈ {1, . . . , d}.

2.2. Bivariate independent Gamma model. In this subsection, we consider two random variables

following the gamma distribution: Xi ∼ Gamma(αi , β) for i = 1, 2. The rate parameter is the same

for both distributions. If X1 and X2 are independent, then the sum S = X1 + X2 follows the gamma

distribution with parameters α1 + α2 and β.

Proposition 2.2 (Expectile-allocation, IG-Model). According to the expectile allocation rule, the con-

tribution from the risk Xi is given by:

eα (Xi |S) =
(2α− 1)Ḡ (s∗;α1 + α2 + 1, β) + (1− α)

2α− 1)Ḡ (s∗;α1 + α2, β) + (1− α)

αi
β
, i ∈ {1, 2},

where s∗ is the unique solution to the following equation:

(2α− 1)

[
α1 + α2

β
Ḡ (s∗;α1 + α2 + 1, β)− s∗Ḡ (s∗;α1 + α2, β)

]
= (1− α)

[
s −

α1 + α2

β

]
,

and Ḡ (., α, β) is the survival function of the gamma distribution with parameters α and β.
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Proposition 2.2 can be generalized for dimensions higher than 2. For d independent random variables

following the gamma distribution, Xi ∼ G(αi , β), where i = 1, . . . , d , the allocation of Xi given the

sum S =
∑d
`=1X` is given by:

eα

(
Xi

∣∣∣∣ S =

d∑
`=1

X`

)
=

(2α− 1)Ḡ
(
s∗; 1 +

∑d
`=1 α`, β

)
+ (1− α)

2α− 1)Ḡ
(
s∗;
∑d
`=1 α`, β

)
+ (1− α)

αi
β
, i ∈ {1, . . . , d},

where s∗ is the unique solution to the following equation:

(2α− 1)

[∑d
`=1 α`
β

Ḡ

(
s∗; 1 +

d∑
`=1

α`, β

)
− s∗Ḡ

(
s∗;

d∑
`=1

α`, β

)]
= (1− α)

[
s −

∑d
`=1 α`
β

]
.

Proof. The result is obtained directly using Equation 1.3. �

3. Bivariate combinations of exponentials

Bivariate distributions with exponential marginals are well-known in the actuarial science literature,

and extensive discussions can be found in Kotz et al. (2004) [27] and Balakrishnan and Lai (2009) [24].

In Cossette et al. (2015) [9], the TVaR-based allocation rule was investigated for this family of

bivariate models, providing explicit formulas for contributions.

In this section, we begin by presenting the general expression for the expectile-based allocation

contributions in the family of bivariate combinations of exponentials with exponential marginals. Sub-

sequently, we illustrate these expressions through several examples of models.

3.1. Bivariate combinations of exponential distributions. A random vector (X1, X2) follows a bi-

variate combination of exponential distributions if its joint density can be expressed as:

fX1,X2
(x1, x2) =

m∑
i=1

m∑
j=1

ci ,jγie
−γix1λje

−λjx2 , (3.1)

where ci ,j ∈ R with
∑m
i=1

∑m
j=1 ci ,j = 1.

We assume that 0 < γ1 < ... < γm and 0 < λ1 < ... < λm. We denote ci ,∗ =
∑m
j=1 ci ,j

and c∗,j =
∑m
i=1 ci ,j where

{
ci ,j , i = 1, ..., m, j = 1, ..., m

}
are such that fX1,X2

(x1, x2) ≥ 0 for all

(x1, x2) ∈ R2.

This class includes the family of bivariate mixed exponential distributions, where 0 ≤ ci ,j ≤ 1. It is

important to note that the class of bivariate combinations of exponential distributions is a subset within

the family of bivariate matrix exponential distributions studied in Bladt and Nielsen (2010) [6].The

marginal distributions are univariate combinations of exponentials, given by:

FX1
(x1) =

m∑
i=1

ci ,∗
(

1− e−γix1
)
and FX2

(x2) =

m∑
j=1

c∗,j
(

1− e−λjx2
)
.

Proposition 3.1 provides the general expressions of marginal contributions in solvency capital using the

expectile-based allocation method.
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Proposition 3.1 (Expectile-allocation for bivariate combinations of exponentials). Let (X1, X2) follow

a bivariate combination of exponentials. Then, for S = X1 +X2, we have

eα (X1|S) =

(2α− 1)

m∑
i=1

m∑
j=1

ci ,jξ
(
s∗; γi , λj

)
+ (1− α)

m∑
i=1

ci ,∗
γi

(2α− 1)

m∑
i=1

m∑
j=1

ci ,j H̄
(
s∗; γi , λj

)
+ 1− α

,

where ξ, ζ and H̄ are the same functions defined in Proposition 2.1, and s∗ is the unique solution to

the following equation

(2α− 1)

 m∑
i=1

m∑
j=1

ci ,j
(
ζ
(
s; γi , λj

)
− sH̄

(
s; γi , λj

)) = (1− α)

[
s −

m∑
i=1

(
ci ,∗
γi

+
c∗,i
λi

)]
. (3.2)

The contribution of X2 is given directly from

eα (X2|S) = s∗ − eα (X1|S) ,

and it can also be obtained directly by

eα (X2|S) =

(2α− 1)

m∑
i=1

m∑
j=1

cj,iξ
(
s∗;λj , γi

)
+ (1− α)

m∑
i=1

c∗,j
λj

(2α− 1)

m∑
i=1

m∑
j=1

ci ,j H̄
(
s∗; γi , λj

)
+ 1− α

.

Proof. Since the marginals are FX1
(x1) =

∑m
i=1 ci ,∗

(
1− e−γix1

)
and FX2

(x2) =∑m
j=1 c∗,j

(
1− e−λjx2

)
respectively, then

E[X1] =

m∑
i=1

ci ,∗
γi

and E[X2] =

m∑
j=1

c∗,j
λj
.

In this model, the joint distribution of (X1, X2) is a linear combination of m ×m terms. By a direct

calculation, we get

F̄S (s) =

m∑
i=1

m∑
j=1

ci ,j H̄
(
s; γi , λj

)
, (3.3)

E
[
S × 11{S>s}

]
=

m∑
i=1

m∑
j=1

ci ,jζ
(
s; γi , λj

)
, (3.4)

and

E
[
X1 × 11{S>s}

]
=

m∑
i=1

m∑
j=1

ci ,jξ
(
s; γi , λj

)
. (3.5)

It also follows that

E[(S − s)+] =

m∑
i=1

m∑
j=1

ci ,j
(
ζ
(
s; γi , λj

)
− sH̄

(
s; γi , λj

))
. (3.6)

Combining expressions (3.3), (3.5) and (3.6), we obtain the announced result. �



Int. J. Anal. Appl. (2023), 21:79 11

Note that in this model, S follows a combination of Erlang-2 and/or generalized Erlang distributions.

The value of eα (S) is obtained by solving Equation 3.2 using numerical methods. Subsequently, we

compute eα (X1|S) and eα (X2|S).

3.2. Specific models. We consider some well-known bivariate exponential distributions that belong

to the class presented in the previous subsection.

3.2.1. Bivariate FGM-exponential Model. Let the joint distribution of (X1, X2) be defined with a

Farlie-Gumbel-Morgenstern (FGM) copula, given by

Cθ (u1, u2) = u1u2 + θu1u2 (1− u1) (1− u2) , − 1 ≤ θ ≤ 1,

(see e.g., Nelsen (2007) [29], Example 3.12, Section 3.2.5). The marginal distributions are exponential

with parameters β1 and β2, respectively. This leads to the joint cumulative distribution function:

FX1,X2
(x1, x2) =

(
1− e−β1x1

) (
1− e−β2x2

)
+ θ

(
1− e−β1x1

) (
1− e−β2x2

)
e−β1x1 e−β2x2 .

It is important to note that the FGM construction is considered a weak dependence model. The Pear-

son correlation coefficient is ρP (X1, X2) = θ
4 , which implies ρP (X1, X2) ∈

[
−1

4 ,
1
4

]
. The Spearman’s

correlation coefficient, denoted as ρS, is given by ρS = θ
3 ∈

[
−1

3 ,
1
3

]
. We recall that Spearman’s rho is

a concordance measure defined for continuous bivariate distributions with copula C as the dependence

structure. It can be calculated as:

ρS = 12

∫ ∫
[0,1]2

uvdC(u, v)− 3 = 12

∫ ∫
[0,1]2

C(u, v)dudv − 3.

The FGM construction is also considered as an asymptotic independent model since its upper tail

dependence coefficient is λU = 0. We recall the definition of the upper tail dependence coefficient as

presented in Joe (1997) [25], for bivariate random variables (X, Y ) of a continuous marginal distribu-

tions

λU = lim
u−→1−

P(Y > F−1
Y (u)|X > F−1

X (u)).

The upper tail dependence coefficient can be expressed in terms of copula as:

λU = lim
u−→1−

1− 2u + C(u, u)

1− u ,

when the limit exists.

The joint density is given by:

fX1,X2
(x1, x2) = β1e−β1x1β2e−β2x2 + θ

2∑
i=1

2∑
j=1

(−1)i+j × iβ1e−iβ1x1 × jβ2e−jβ2x2 . (3.7)

Given (3.7), with m = 2, γi = iβ1 (i = 1, 2), and λj = jβ2 (j = 1, 2), the bivariate distribution

defined with the FGM copula and exponential marginals is a bivariate combination of exponentials.

The specific values for the coefficients are: c1,1 = 1 + θ, c1,2 = c2,1 = −θ, and c2,2 = θ.

Lemma 3.1 presents the expressions of marginal contributions obtained using the expectile-based
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allocation rule. The expressions for the contributions in the TVaR allocation are given in Bargès et

al. (2009) [2].

Lemma 3.1 (Expectile-Allocation, FGM Model). Let (X1, X2) follow a bivariate FGM model. Then,

for S = X1 +X2, we have for all (k, `) ∈ {(1, 2), (2, 1)}

eα (Xk |S) =

(2α− 1)βk

ξ (s∗;βk , β`) + θ

2∑
i=1

2∑
j=1

(−1)i+j ξ (s∗; iβk , jβ`)

+ 1− α

(2α− 1)
[
H̄ (s∗;β1, β2) + θ

∑2
i=1

∑2
j=1 (−1)i+j H̄ (s∗; iβ1, jβ2)

]
+ 1− α

1

βk
,

where s∗ is the unique solution to the following equation

(2α− 1)

T (s;β1, β2) + θ

2∑
i=1

2∑
j=1

(−1)i+j T (s; iβ1, jβ2)

 = (1− α)

[
s −

(
1

β1
+

1

β2

)]
,

and ξ, ζ and H̄ are the same function defined in Proposition 2.1, and T is the function defined by

T (s; iβ1, jβ2) = ζ (s; iβ1, jβ2)− sH̄ (s; iβ1, jβ2) , ∀sR+, ∀(i , j) ∈ {1, 2}2.

Proof. The allocation contributions are directly obtained using 1.3 and the results of Bargès et al.

(2009) [2] without the constraints on β1 and β2 i.e.

FS (x) = H (x ;β1, β2) + θ

2∑
i=1

2∑
j=1

(−1)i+j H (x ; iβ1, jβ2) ,

E
[
S × 11{S>x}

]
= ζ (x ;β1, β2) + θ

2∑
i=1

2∑
j=1

(−1)i+j ζ (x ; iβ1, jβ2)

and

E
[
Xk × 11{S>x}

]
= ξ (x ;βk , β3−k) + θ

2∑
i=1

2∑
j=1

(−1)i+j ξ1 (x ; iβk , jβ3−k) .

�

3.2.2. Bivariate AMH-exponential Model. Let the joint distribution of (X1, X2) be defined by a bi-

variate Ali-Mikhail-Haq (AMH) copula, given by

Cθ (u1, u2) =
u1u2

1− θ (1− u1) (1− u2)
= u1u2 + u1u2

∞∑
k=1

θk (1− u1)k (1− u2)k ,

with dependence parameter θ ∈ [−1, 1]. As a special case, C0 (u1, u2) = u1u2 represents the in-

dependence copula. The AMH copula is also an Archimedean copula associated with the following

generator:

φ(t) =
ln (1− θ(1− t))

t
.

It introduces a moderate positive or negative dependence relation and is considered a perturbation of

the independence copula. The first-degree approximation of the AMH copula corresponds to the FGM
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copula (see e.g., Nelsen (2007) [29]).

The Pearson correlation coefficient is given by

ρP (X1, X2) =

∞∑
k=1

θk
1∑
i=0

1∑
j=0

(−1)i+j
1

(k + i)(k + j)
∈
[

4 ln(2)− 3,
π2

3
− 3

]
.

The upper extremes are asymptotically independent since λU = 0.

The joint density of (X1, X2) is given by

fX1,X2
(x1, x2) = β1e

−β1x1β2e
−β2x2 +

∞∑
k=1

θk
1∑
i=0

1∑
j=0

(−1)i+j (k + i)β1e
−(k+i)β1x1 (k + j)β2e

−(k+j)β2x2 ,

which can be seen as a bivariate combination of exponentials by taking m = ∞, γi = iβ1

(
i ∈ N+

)
,

λj = jβ2

(
i ∈ N+

)
, c1,1 = (1 + θ), c1,2 = c2,1 = −θ, c1,j = 0 for j = 2, 3, . . ., and ci ,1 = 0 for

i = 2, 3, . . .. Additionally,

ck,k = ck+1,k+1 = θ, ck,k+1 = ck+1,k = −θ,

ck,j = ck+1,j = 0,
(
j ∈ N+\ {k, k + 1}

)
,

ci ,k = ci ,k+1 = 0,
(
i ∈ N+\ {k, k + 1}

)
,

for k = 2, 3, . . .. By Proposition 3.1, we obtain the expressions of marginal contributions in expectile

allocation as presented in Lemma 3.2.

Lemma 3.2 (Expectile-Allocation, AHM Model). Let (X1, X2) follow a bivariate FGM model. Then,

for S = X1 +X2, we have for (k, `) ∈ {(1, 2), (2, 1)}

eα (Xk |S) =
(2α− 1)βk

[
ξ (s∗;βk , β`) +

∑∞
k=1 θ

k
∑1

i=0

∑1
j=0 (−1)i+j ξ (s∗; (k + i)βk , (k + j)β`)

]
+ 1− α

(2α− 1)
[
H̄ (s∗;β1, β2) +

∑∞
k=1 θ

k
∑1

i=0

∑1
j=0 (−1)i+j H̄ (s∗; (k + i)β1, (k + j)β2)

]
+ 1− α

1

βk
,

where s∗ is the unique solution to the following equation

(2α− 1)

T (x ;β1, β2) +

∞∑
k=1

θk
1∑
i=0

1∑
j=0

(−1)i+j T (x ; (k + i)β1, (k + j)β2)

 = (1− α)

[
s −

(
1

β1
+

1

β2

)]
,

and ξ, ζ and H̄ are the same function defined in Proposition 2.1, and T is the function defined by

T (s; a1, a2) = ζ (s; a1, a2)− sH̄ (s; a1, a2) .

Proof. The allocation contributions are obtained using 1.3 and the following expressions :

FS (x) = H (x ;β1, β2) +

∞∑
k=1

θk
1∑
i=0

1∑
j=0

(−1)i+j H (x ; (k + i)β1, (k + j)β2) ,

E
[
S × 11{S>x}

]
= ζ (x ;β1, β2) +

∞∑
k=1

θk
1∑
i=0

1∑
j=0

(−1)i+j ζ (x ; (k + i)β1, (k + j)β2) ,
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and

E
[
X` × 11{S>x}

]
= ξ (x ;β`, β3−`) +

∞∑
k=1

θk
1∑
i=0

1∑
j=0

(−1)i+j ξ (x ; (k + i)β`, (k + j)β3−`) , ` ∈ {1, 2}.

�

Another interesting example is Sarmanov’s bivariate exponential distribution introduced by Sarmanov

(1966) [19]. The bivariate density is given by

fX1,X2 (x1, x2) = β1β2e
−(β1x1+β2x2) +

θβ1β2

(β1 + 1)(β2 + 1)

1∑
i=0

1∑
j=0

(−1)i+j(β1 + i)e−(β1+i)x1 (β2 + j)e−(β2+j)x2 .

where −(1+β1)(1+β2)
max(β1,β2,1) ≤ θ ≤

(1+β1)(1+β2)
max(β1,β2) . The correlation coefficient is

ρP (X1, X2) =
θβ1β2

(1 + β1)2(1 + β2)2
∈
[
−

1

4
,+

1

4

]
.

The expectile-based allocation contributions can be found directly using Proposition 3.1 by letting

m = 3, γ1 = β1, λ1 = β2, γi = β1 + i − 2 (i = 2, 3), λj = β2 + i − 2 (j = 2, 3), c1,1 = 1,

c1,2 = c1,3 = c2,1 = c3,1 = 0, c2,2 = c3,3 = θβ1β2

(β1+1)(β2+1) , and c2,3 = c3,2 = − θβ1β2

(β1+1)(β2+1) .

The main limitation of the three previous examples is the narrow range of correlation that is con-

sidered. To overcome this issue, Bladt and Nielsen (2010) [6] employed multivariate phase-type

distributions to define a class of bivariate exponential distributions that encompass any feasible Pear-

son correlation coefficient ρP (X1, X2) ∈ [ρmin, ρmax]. The joint density expression for Bladt-Nielsen’s

bivariate exponential distribution, denoted by (X1, X2), is given by:

fX1,X2
(x1, x2) =

m∑
l=1

m∑
k=1

cl ,k lλe
−lλx1kµe−kµx2 ,

where

cl ,k =
(−1)l+k−(m+1)

m

(
m

l

)(
m

k

) m∑
i=m+1−l

k∑
j=1

pi ,j(−1)−i−j
(
l − 1

m − i

)(
k − 1

k − j

)
and

pi ,j =


ρ

ρ
(m)
max

δi+j−n−1 + 1
m

(
1− ρ

ρ
(m)
max

)
, ρ > 0

ρ

ρ
(m)
min

δi−j + 1
m

(
1− ρ

ρ
(m)
min

)
, ρ < 0

,

with δx = 1, if x = 0. From this expression and taking γi = iβ1 (i = 1, 2, ..., m) and λj = jβ2

(j = 1, 2, ..., m), this construction can be seen as a bivariate combination of exponentials. Then,

using Proposition 3.1, we can find the expectile-based allocation contributions.
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4. Bivariate exponentials mixture models

This section is devoted to stronger dependence models, in the sense of the presence of extreme

dependence (λU > 0). The first subsection focuses on studying the Marshall-Olkin model. The second

subsection presents the contributions made by expectile allocation in the case of a common mixture

model.

4.1. Marshall-Olkin model. Let Yi ∼ exp(λi), with i = 0, 1, 2, be three independent random vari-

ables. We construct two random variables with a common shock: Xi = min(Yi , Y0) for i = 1, 2. The

obtained random variables Xi have exponential marginal distributions with parameters βi = λi + λ0

(see, e.g., Nelsen [29], section 3.1.1).

The joint distribution function is given by:

F̄X1,X2(x1, x2) = P(X1 > x1, X2 > x2) = P(Y1 > x1, Y2 > x2, Y0 > max(x1, x2))

= e−λ1x1e−λ2x2e−λ0 max(x1,x2)

= e−(λ0+λ1)x1e−(λ0+λ2)x2eλ0 min(x1,x2)

= F̄X1
(x1)F̄X2

(x2)eλ0 min(x1,x2).

This construction leads to a copula given by:

C(u1, u2) = min
(
u

1−λ0/β1

1 u2, u1u
1−λ0/β2

2

)
.

The joint density is:

fX1,X2
(x1, x2) =


f 1
X1,X2

(x1, x2) = β1e
−β1x1 (β2 − λ0)e−(β2−λ0)x2 si x1 > x2

f 2
X1,X2

(x1, x2) = (β1 − λ0)e−(β1−λ0)x1β2e
−β2x2 si x1 < x2

f 0
X1,X2

(x1, x2) = λ0e
−β1xe−β2xeλ0x si x1 = x2 = x

.

This model has as Pearson correlation coefficient ρP = λ0
λs
, where λs = λ0 + λ1 + λ2.

The Spearman’s rho for Marshall-Olkin copulas is given by:

ρS =
1

1 + 2
3
λ1+λ2
λ0

.

Since ρS ∈]0, 1[, the Marshall-Olkin copulas model only positive dependence.

On the other hand, they have upper tail dependence, given by:

λU = min

(
λ0

β1
,
λ0

β2

)
=

λ0

max(λ1, λ2) + λ0
,
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The Marshall-Olkin model considers the presence of asymptotic dependence.

The density of S = X1 +X2 can be expressed as follows:

fS(s) = f 0
X1,X2

(s/2, s/2) +

∫ s/2

0

f 2
X1,X2

(x, s − x)dx +

∫ s

s/2

f 1
X1,X2

(x, s − x)dx

= λ0e
−λs s2 +

λ1β2

λ1 − β2

(
e−β2s − e−λs

s
2

)
+

λ2β1

λ2 − β1

(
e−β1s − e−λs

s
2

)
=

(
λ0 +

λ1β2

β2 − λ1
+

λ2β1

β1 − λ1

)
e−λs

s
2 +

λ1β2

λ1 − β2
e−β2s +

λ2β1

λ2 − β1
e−β1s .

From this, we can deduce the cumulative distribution function:

F̄MOS (s, λ0, λ1, λ2) =
2

λs

(
λ0 +

λ1β2

β2 − λ1
+

λ2β1

β1 − λ1

)
e−λs

s
2 +

λ1

λ1 − β2
e−β2s +

λ2

λ2 − β1
e−β1s .

Proposition 4.1 provides the allocation contributions based on expectiles for the Marshall-Olkin Model.

Proposition 4.1 (Expectile-Allocation, MO Model). Let (X1, X2) follow a bivariate Marshall-Olkin

model. Then, for S = X1 +X2, we have for (k, `) ∈ {(1, 2), (2, 1)}

eα (Xk |S) =
(2α− 1)ξMO (s∗, λ0, λk , λ`) + (1− α) 1

λ0+λk

(2α− 1)F̄MOS (s∗, λ0, λk , λ`) + (1− α)
,

where s∗ is the unique solution to the following equation

(1− α)s =

(
2

λs

)2(
λ0 +

λ1β2

β2 − λ1
+

λ2β1

β1 − λ1

)(
(2α− 1)e−λs

s
2 + 1− α

)
+

λ1/β2

λ1 − β2

(
(2α− 1)e−β2s + 1− α

)
+

λ2/β1

λ2 − β1

(
(2α− 1)e−β1s + 1− α

)
,

and ξMO is defined by

ξMO (s, λ0, λ1, λ2) =

(
λ0

λs
+
λ1

λs

β2

β2 − λ1
+
λ2

λs

β1

β1 − λ1

)
e−λs

s
2

(
s +

2

λs

)
+

λ2

λ2 − β1
e−β1s

(
s +

1

β1

)
+

λ1β2

(λ1 − β2)2

(
1

β2
e−β2s −

2

λs
e−λs

s
2

)
−

λ2β1

(λ2 − β1)2

(
1

β1
e−β1s −

2

λs
e−λs

s
2

)
.

Proof. Using the expression of F̄MOS , we obtain

E[(S − s)+] =

(
2

λs

)2(
λ0 +

λ1β2

β2 − λ1
+

λ2β1

β1 − λ1

)
e−λs

s
2 +

λ1/β2

λ1 − β2
e−β2s +

λ2/β1

λ2 − β1
e−β1s ,

in particular

E[S] =

(
2

λs

)2(
λ0 +

λ1β2

β2 − λ1
+

λ2β1

β1 − λ1

)
+

λ1

λ1 − β2

1

β2
+

λ2

λ2 − β1

1

β1
.

So, the expectile eα(S) is the unique solution to the following equation

(1− α)s =

(
2

λs

)2(
λ0 +

λ1β2

β2 − λ1
+

λ2β1

β1 − λ1

)(
(2α− 1)e−λs

s
2 + 1− α

)
+

λ1/β2

λ1 − β2

(
(2α− 1)e−β2s + 1− α

)
+

λ2/β1

λ2 − β1

(
(2α− 1)e−β1s + 1− α

)
.
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And using the bivariate distribution, we get

E
[
X1 × 11{S=s}

]
=

(
λ0 +

λ1β2

β2 − λ1
+

λ2β1

β1 − λ1

)
s

2
e−λs

s
2 +

β1λ2

λ2 − β1
se−β1s

+
λ1β2

(λ1 − β2)2

(
e−β2s − e−λs

s
2

)
−

λ2β1

(λ2 − β1)2

(
e−β1s − e−λs

s
2

)
,

and

E
[
X1 × 11{S>s}

]
= ξMO (s, λ0, λ1, λ2)

=

(
λ0

λs
+
λ1

λs

β2

β2 − λ1
+
λ2

λs

β1

β1 − λ1

)
e−λs

s
2

(
s +

2

λs

)
+

λ2

λ2 − β1
e−β1s

(
s +

1

β1

)
+

λ1β2

(λ1 − β2)2

(
1

β2
e−β2s −

2

λs
e−λs

s
2

)
−

λ2β1

(λ2 − β1)2

(
1

β1
e−β1s −

2

λs
e−λs

s
2

)
.

That is sufficient to obtain the expressions for the allocation contributions. �

Note that in the Marshall-Olkin model, the dependence construction alters the marginal distribu-

tions, unlike the FGM model, for example, where the marginals remain the same throughout, and the

dependence effect is confined to the copula.

4.2. CommonMixture Model. This method of constructing multivariate models is presented in detail

by Joe (1997) [25]. It is based on choosing a random variable Θ with support SΘ and independent

random variables Yi to construct random variables Xi that are conditionally independent given Θ. This

construction ensures that the conditional distribution function of Xi given Θ = θ is given by

F̄Xi |Θ=θ(xi) = (F̄Yi (xi))θ.

This construction provides the marginal distributions and the joint distribution by integrating with

respect to the law of Θ, as described in Marceau (2013) [28].

Here, we are specifically interested in the case of a bivariate exponential mixture model. We assume

that the moment-generating function of Θ, denoted by MΘ, exists. The joint density function of X1

and X2 is then given by:

fX1,X2
(x1, x2) =

∫
θ∈SΘ

β1θe
−β1θx1β2θe

−β2θx2dFΘ(θ) = β1β2
d2MΘ(t)

dt2
|t=−(β1x1+β2x2).

Let (X1, X2) be a pair of continuous random variables following a mixture of exponential distributions.

For all i ∈ 1, 2, we have Xi ∼ E(βiθ), with β1 < β2, and θ ∼ Ga(γ, b). Therefore, the survival

functions of Xi are given by:

F̄Xi (x) =

∫ ∞
0

F̄Xi |Θ=θfΘ(θ)dθ =

∫ ∞
0

e−βiθx fΘ(θ)dθ =

(
1 +

βix

b

)−γ
.
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Consequently, Xi follows a Pareto distribution with parameters
(
γ, bβi

)
. The risks X1 and X2 are

conditionally independent. The survival bivariate distribution is given by:

F̄X1,X2
(x1, x2) =

(
1

1 + β1

b x1 + β2

b x2

)γ
=
(
F̄X1

(x1)−1/γ + F̄X1
(x1)−1/γ − 1

)−γ
,

which represents the survival Clayton copula with a dependence parameter θ = 1/γ. Therefore, the

upper tail dependence coefficient is:

λU = λClaytonL = 2−γ ,

where λClaytonL is the lower tail dependence coefficient of the Clayton copula. This dependence model

exhibits upper tail dependence.

The density of S is given by:

fS(s) =
β1β2γ

(β1 − β2)b

( 1

1 + β2

b s

)γ+1

−

(
1

1 + β1

b s

)γ+1
 ,

and its distribution function is given by:

F̄CMS (s) =
β1

β1 − β2

(
1

1 + β2

b s

)γ
+

β2

β2 − β1

(
1

1 + β1

b s

)γ
.

Proposition 4.2 (Expectile-Allocation, CM Model). Let (X1, X2) follow a bivariate common Gamma

mixture model. Then, for S = X1 +X2, we have for (k, `) ∈ {(1, 2), (2, 1)}

eα (Xk |S) =
(2α− 1)ξCM (s∗, βk , β`, γ, b) + (1− α) b

(γ−1)βk

(2α− 1)F̄CMS (s∗, β1, β2, γ, b) + (1− α)
,

where s∗ is the unique solution to the following equation

(2α−1)

 β1/β2

(β1 − β2)

(
1

1 + β2

b s

)γ−1

+
β2/β1

(β2 − β1)

(
1

1 + β1

b s

)γ−1
 = (1−α)

[
s

b
(γ − 1)−

1

β1
−

1

β1

]
,

and ξCM is defined by

ξCM (s∗, βk , β`, γ, b) =
β`b

(β` − βk)βk(γ − 1)

(
1

1 + βk
b s

)γ (
1 + γ

βk
b
s

)

+
1

(βk − β`)2(γ − 1)

βkb
(

1

1 + β`
b s

)γ−1

− β`b

(
1

1 + βk
b s

)γ−1
 ,

∀(k, `) ∈ {(1, 2), (2, 1)}.

Proof. Firstly, we have

E[(S − s)+] =

β1

β2
b

(β1 − β2)(γ − 1)

(
1

1 + β2

b s

)γ−1

+

β2

β1
b

(β2 − β1)(γ − 1)

(
1

1 + β1

b s

)γ−1

,
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the expectile eα(S) is then the unique solution to the following equation

(2α−1)

 β1/β2

(β1 − β2)

(
1

1 + β2

b s

)γ−1

+
β2/β1

(β2 − β1)

(
1

1 + β1

b s

)γ−1
 = (1−α)

[
s

b
(γ − 1)−

1

β1
−

1

β1

]
.

Now, using

E
[
X1 × 11{S=s}

]
=

β1β2γ

(β2 − β1)b
s

(
1

1 + β1

b s

)γ+1

+
β1β2

(β1 − β2)2

[(
1

1 + β2

b s

)γ
−

(
1

1 + β1

b s

)γ]
,

we calculate the truncated expectation E
[
X1 × 11{S>s}

]
E
[
X1 × 11{S≥s}

]
=

β2b

(β2 − β1)β1(γ − 1)

(
1

1 + β1

b s

)γ (
1 + γ

β1

b
s

)

+
1

(β1 − β2)2(γ − 1)

β1b

(
1

1 + β2

b s

)γ−1

− β2b

(
1

1 + β1

b s

)γ−1
 ,

which gives us the announced expressions of the allocation contributions.

�

Remark: Computations can also be performed by conditioning on the random variable θ and then

integrating the formulas derived for the case of independent exponential distributions.

5. Comonotonic case for positive distributions

In this section, we investigate the case of comonotonic risks, which correspond to perfect depen-

dence. The concept of comonotonic random variables is related to the studies of Hoeffding (1940) [14]

and Fréchet (1951) [12]. Here, we adopt the definition of comonotonic risks as first introduced in the

actuarial literature by Borch (1962) [7].

A vector of random variables (X1, X2, . . . , Xn) is said to be comonotonic if and only if there exists a

random variable Y and non-decreasing functions ϕ1, . . . , ϕn such that:

(X1, . . . , Xn)
d
= (ϕ1(Y ), . . . , ϕn(Y )).

In the case where the risks X1, . . . , Xd are comonotonic, there exists a uniform random variable

U such that Xi = F−1
Xi

(U) for all i ∈ 1, . . . , d , and S =
∑d
i=1 F

−1
Xi

(U) = ϕ(U), where ϕ(t) =∑d
i=1 F

−1
Xi

(t) and ϕ is a non-decreasing function. Proposition 5.1 provides a general expression for

marginal contributions using the expectile-based capital allocation rule for comonotonic risk vectors.

Two applications in the case of exponential and Pareto distributions are presented respectively in

Lemmas 5.1 and 5.2.

Proposition 5.1 (Expectile-based allocation for comonotonic risks). Let X1, . . . , Xd be continuous

risks with increasing distribution functions and comonotonicity. The marginal contributions using the
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expectile allocation rule are given by:

eα (Xi |S) =

(2α− 1)

[
(1− ϕ−1(s∗))F−1

Xi

(
ϕ−1(s∗)

)
+ E

[(
Xi − F−1

Xi

(
ϕ−1(s∗)

))
+

]]
+ (1− α)E[Xi ]

(2α− 1)(1− ϕ−1(s∗)) + 1− α ,

for all i ∈ {1, . . . , d}, where s∗ is the unique solution to the following equation

(2α− 1)

(
d∑
`=1

E
[(
X` − F−1

X`

(
ϕ−1(s)

))
+

])
= (1− α)

(
s −

d∑
`=1

E[X`]

)
.

Proof. Since the risks X1, . . . , Xd are comonotonic, Xi and S are also comonotonic for all i ∈ 1, . . . , d .

Assuming that the distributions are positive and continuous, we have:

E
[
Xi × 11{S>s}

]
=

∫ +∞

0

min
(
F̄Xi (t), F̄S(s)

)
dt

=

∫ F−1
Xi

(FS(s))

0

F̄S(s)dt +

∫ +∞

F−1
Xi

(FS(s))

F̄Xi (t)dt

= F̄S(s)× F−1
Xi

(FS(s)) + E
[(
Xi − F−1

Xi
(FS(s))

)
+

]
.

From Equation 1.3, we directly obtain the corresponding contributions. The equation satisfied by the

sum’s expectile is rewritten using Theorem 7 of Dhaene et al. (2002) [10]. �

Lemma 5.1 (Comonotonic Exponential distributions ). Let X1, . . . , Xd be comonotonic risks with

exponential marginal distributions, where Xi ∼ E(βi) for i = 1, . . . , d . The marginal contributions

using the expectile allocation rule are given by:

eα (Xi |S) =
βs
βi
s∗,

for all i ∈ {1, . . . , d}, where s∗ is the unique solution to the following equation

(2α− 1)
e−βss

βs
= (1− α)

(
s −

1

βs

)
,

and βs = 1/
∑d
`=1

1
β`
.

Proof. In this case, S ∼ E (βs), where βs = 1/
∑d
`=1

1
β`
. According to Proposition 5.1, the marginal

contributions are given by:

eα (Xi |S) =
(2α− 1)e−βss

(2α− 1)e−βss + 1− α
βs
βi
eα(S) +

1

βi
,

which directly yields the expressions for the obtained contributions. �

Remark: In this case, the allocation percentages can be written as follows:

eα (Xi |S) /eα(S) =
E[Xi ]

E[S]
, ∀i ∈ {1, . . . , d}.

The allocation is proportional to the risk level, where the proportion is determined by the ratio of the

expected values of Xi and S.
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Lemma 5.2 (Comonotonic Pareto distributions). Let X1, . . . , Xd be comonotonic risks following

Pareto marginal distributions with the same shape parameter, i.e., Xi ∼ Pa(β, λi) for i = 1, . . . , d ,

where β > 1. The marginal contributions using the expectile allocation rule are given by:

eα (Xi |S) =
λi∑d
`=1 λ`

s∗, ∀i ∈ {1, . . . , d},

where s∗ is the unique solution to the following equation:

s =

∑d
`=1 λ`
β − 1

2α− 1

1− α

( ∑d
`=1 λ`∑d

`=1 λ` + s

)β−1

+ 1

 .
Proof. We remark that in this case S ∼ Pa(β,

∑d
i=1 λi). By Proposition 5.1, we obtain the expressions

for the marginal contributions as stated. �

It is worth noting that in this case as well, the allocation is proportional to the risk level. In fact,

the allocation percentages can be expressed as follows:

eα (Xi |S) /eα(S) =
E[Xi ]

E[S]
, ∀i ∈ {1, . . . , d}.

6. Numerical illustrations

In this section, we provide numerical illustrations to highlight the differences between contributions

to the aggregate risk obtained from TVaR (Tail Value at Risk) and Expectiles-based capital allocations.

Specifically, we focus on a bivariate scenario with exponential marginal distributions. Our analysis

involves evaluating the allocation amounts and their respective percentages in the aggregate risk.

Additionally, we investigate the influence of dependence on capital allocation using the FGM (Farlie-

Gumbel-Morgenstern) model.

6.1. Case of independence. We consider a bivariate exponential model where X1 represents a riskier

business line compared to X2 (β1 < β2). The expressions for the marginal contributions to the global

risk can be found in Proposition 2.1. Figure 1 displays the contribution amount of X1 (Left) and its

percentage contribution to the aggregated risk (Right). Similarly, Figure 2 presents the corresponding

quantities for X2.
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Figure 1. TVaR allocation Vs Expectile allocation, Exponential independent model

(X1 ∼ E(β1 = 0.10), X2 ∼ E(β2 = 0.25)) - X1 contribution.

Figure 2. TVaR allocation Vs Expectile allocation, Exponential independent model

(X1 ∼ E(β1 = 0.10), X2 ∼ E(β2 = 0.25)) - X2 contribution.

The comparison between Expectile-based and TVaR-based allocations reveals that the contributions

obtained from Expectile-based allocation are consistently smaller for both risks. This discrepancy can

be attributed to the nature of the Expectile risk measure, which incorporates performance consider-

ations in its quantification of risk. By examining the percentage allocations assigned to each risk,

we gain further insights into the differences between the two methods. Notably, the Expectile-based

allocation assigns a relatively smaller amount of capital to the riskier branch (X1), while maintaining

an increasing allocation percentage for X1 as the level α increases. Conversely, the allocation per-

centage for X2 symmetrically decreases with increasing α, mirroring the behavior observed with TVaR

allocation.
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6.2. FGM Model. For the given marginal distributions, we now introduce a dependence structure

modeled using an FGM copula with a parameter of θ = 1. As a result, the correlation coefficient

ρS is equal to 1/3, indicating a positive dependence within the model. The expressions for marginal

contributions derived from the expectile-based allocation rule can be found in Lemma 3.1.

In Figure 3, we present the contribution amount (Left) and the corresponding percentage (Right) of

X1 to the aggregated risk. Additionally, Figure 4 illustrates the variation of both the contribution

amount (Left) and percentage (Right) of X2 as a function of α.

Figure 3. TVaR allocation Vs Expectile allocation, FGM model ( X1 ∼ E(β1 = 0.10),

X2 ∼ E(β2 = 0.25), θ = 1) - X1 contribution.

Figure 4. TVaR allocation Vs Expectile allocation, FGM model ( X1 ∼ E(β1 = 0.10),

X2 ∼ E(β2 = 0.25), θ = 1) - X2 contribution.
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The inclusion of positive dependence between X1 and X2 resulted in an increase in the contribu-

tion of X2. This observation aligns with the reduction in diversification gain, indicating a stronger

interdependence between the two risks.

6.3. FGM Model, Impact of dependence. To further analyze the influence of dependence on the

allocation composition, we fix the level α and vary the dependency parameter θ of the FGM copula.

The outcomes for the contribution (Left) and its percentage (Right) of X1 and X2 are illustrated in

Figures 5 and 6 respectively.

Figure 5. Impact of dependence, FGM model ( X1 ∼ E(β1 = 0.10), X2 ∼ E(β2 =

0.25), α = 0.99) - X1 contribution.

Figure 6. Impact of dependence, FGM model ( X1 ∼ E(β1 = 0.10), X2 ∼ E(β2 =

0.25), α = 0.99) - X2 contribution.
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As the parameter θ increases, the bivariate dependence in the FGM copula, which belongs to the

family of parametric copulas, also increases. In this context, the allocation percentage assigned to

the riskier branch, represented by X1, decreases. Hence, the dependence level has a direct impact

on the participation of the less risky branch, denoted as X2, in the overall risk. Specifically, higher

dependence leads to an increased involvement of X2 in the aggregated risk.

Conclusion

The main objective of this paper was to demonstrate, using various multivariate risk models, a

practical approach to constructing capital allocation based on expectile risk measures. As expectiles

are the only law-invariant risk measures that are both elicitable and coherent, it is natural to focus on

marginal contributions in the sum’s expectile. The constructed allocation can be backtested using the

elicitable nature of expectiles and it satisfies desirable properties derived from their coherence.
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